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1. Introduction

Nowadays, people are used to interacting with the digital world through touch screens, which
provide both input and output. People think that as technology improves in the future, it will be
possible to make digital connections without using physical products such as laptops and phones.
According to [1], it is anticipated that this technology will serve as a further enhancer of our cognitive
abilities and provide a seamless connection between individuals and the digital realm. There is an
expectation that future developments in virtual and augmented reality will involve the substitution of
existing display components with specialized spectacles via which visual output will be directly
projected onto the user’s eyes. However, a comprehensive and effective method that can successfully
integrate input schemes for future generations of technology has yet to be developed. Two
well-researched methodologies encompass voice and gesture recognition; however, both exhibit
significant constraints. In locations characterized by high levels of noise, the utilization of voice as a
means of interacting with gadgets is deemed inefficient. Furthermore, the use of speech in public
spaces is seen as unacceptable owing to issues regarding privacy.

There is a finite number of predefined gestures, so gesture recognition may not cover all possible
interaction scenarios. In order to address these constraints, the notion of air-writing has been proposed.
Air-writing allows users to write linguistic characters in the air without the need to memorize unique
movements, making it a natural and user-friendly data feeding procedure for next-generation devices.
Additionally, air-writing could be a smart text entry approach for small touchscreen devices, such as
smartwatches, where tap-on-screen text input is prone to errors, and voice input is subject to privacy
concerns and contamination by ambient noise [2]. Researchers from all over the world have proposed
extensive research on air writing; the majority of studies have focused on English, and there have
been only a few studies on air writing for Bengali. Bengali is the fifth language spoken worldwide by
native speakers and the seventh most spoken language in terms of total speakers, with approximately
267 million people speaking it, including 230 million native speakers [3]. To incorporate this large
Bengali-speaking population into modern technology, it is essential to increase the use of Bengali in
technology. Despite being the world’s seventh-most populous language, Bengali is not among the
top 40 languages used on the internet. To achieve progress in business, education, and information
technology using the internet, it is necessary to promote one’s mother tongue online. However, this
cannot be accomplished without recognizing the importance of developing Bengali writing tools that
consider future challenges. Since air-writing is a potential text entry approach for future technology,
many researchers are working to develop air-writing tools for various languages. Therefore, we must
develop air writing tools for Bengali to establish its presence in technology in the future. In this
study, an air-writing model is developed for all Bengali characters and the recognition rate of Bengali
characters is 96.5% (97.2% for Bengali numerals). The rate of recognition is unaffected by changes in
the environment. The following are some of the significant contributions made by this research:

• A portable system is being developed to record hand movements while writing Bengali characters
in the air. In addition, an application is being developed that uses Bluetooth to get data from the
portable device. The application includes a number of visualization options, including the ability
to view received data as bar graphs, box plots, frequency domain plots, and raw and preprocessed
data.
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• No data set of Bengali symbols based on motion sensors was found for air-writing. In this study,
air-writing data set is prepared using 3-dimensional motion sensing technique. All symbols of
this language (Vowels, Consonants, and Digits) are written in the air, and the accelerations of the
hand in three-dimensional space are recorded using the developed data acquisition system. The
motion data for the fifty instances of each character are included in the data set. The data set
contains 3050 instances of 40 consonants, 11 vowels, and 10 digits in total.

• The different statistical, time domain, and frequency domain features of the Bengali air-writing
data set are examined, and the most useful feature set is determined. The feature set is then used
to find the most effective machine learning model for classifying Bengali characters from the data
collected by air-writing.

• A real-time application of air-writing of Bengali characters is developed.

2. Related work

Numerous researchers have already conducted a substantial amount of study on air-writing. The
research projects that are being suggested fall into various categories: Computer vision-based writing
recognition; radar sensor-based air-writing; WiFi signal-based air-writing; and air-writing based on
motion sensor. A set of pictures is captured when a person uses their finger or a fixed-colored item to
mimic in writing a symbol in the air for computer vision-based air-writing recognition. After that,
computer vision algorithms are used in these pictures to find, separate, and eventually identify the
gesture. Some of the research works on air-writing based on computer vision are listed in the
reference section [4–6]. Md. Shahinur et al. proposed a trajectory-based air-writing system that
enables a user to write a linguistic character or word in open space by waving a finger in front of a
camera [4]. In [5], Oyndrila De et al. developed a system that can classify air-written digits from a
real-time video stream. In [6], the classification of English digits and letters from hand gestures based
on cosine similarity and fast nearest neighbor (NN) techniques is proposed. Chengzhang Qu proposed
and implemented a user-friendly human-computer interaction system based on Kinect
handwriting [7]. A slope variation detection-based air-writing recognition system for Persian numbers
is proposed in [8]. Pradeep Kumar et al. [9] proposed real-time recognition of sign language gestures
and air-writing using the leap motion method. They also utilized a hidden Markov model (HMM) and
bidirectional long short-term memory neural networks (BLSTM-NNS) to perform 3D text
recognition, where they obtained 86.88% and 81.25% accuracies in word recognition for the two
methods, respectively [10]. In another study, Xiwen Qu et al. [11] used CNNs to recognize air-written
Chinese characters and found that their method achieved high recognition accuracy. Ji Gan and
colleagues introduced an innovative system for recognizing 3D in-air handwritten Chinese text
(IAHCTR). They employed a new architecture called the temporal convolutional recurrent network
(TCRN), specifically designed for online handwritten Chinese text recognition (HCTR) [12]. The
architecture design produces superior results when compared to the latest methods in online
handwritten Chinese text recognition (HCTR). The review of these research papers reveals that under
fixed illumination conditions, the majority of computer vision-based air writing models are highly
accurate. Unfortunately, inconsistent lighting and the background have an adverse influence on the
accuracy of the models. In recent years, the millimeter wave Radar sensor has also become a viable
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gesture-based air-writing solution because of its low power use, noncontact type sensing, and
independence from the variation of light intensity. In [13] the authors proposed a millimeter wave
radar-based air-writing application that includes of a signal processing technique and system design
for gesture-based air-writing. They tested the system for five different gestures, 10 numerical
symbols, and 9 alphabetic symbols in a two-dimensional space. In [14] a novel 60 GHz millimeter
wave radar-based air-writing device has been developed that allows users to write arbitrary characters
or numbers in the air while being encircled by a network of radars. Using trilateration and an
alpha-beta tracking algorithm, the system is able to locate and follow the user’s hand marker. Using a
millimeter-wave frequency-modulated continuous wave radar (FMCW) operating at 60 GHz the local
hand trajectory was sensed, and a dataset of 3750 character instances was recorded in [14]. The
accuracy of recognizing the drawn character was then demonstrated using a 1D temporal
convolutional neural network (TCN). Without the use of a handheld device, Faheem Khan et. al.
created an impulse radio ultra-wideband (IR-UWB) radar-based system that can detect alphanumeric
characters in midair where four IR-UWB radar sensors were arranged in a rectangle layout as the
hardware. In character classification, the method was found to perform better than the
state-of-the-art [15]. The precision of a radar sensor-based air writing system is good; however, the
system is not portable because it needs an environment with several radar sensors. Another approach
to air-writing is motion sensor-based air-writing. This method allows users to write in the air by
tracking hand movements using motion sensors, such as accelerometers and gyroscopes. The
accuracy of this method does not depend on any surrounding parameters. The individual holds a
motion sensor either in their hand or on their body and performs a gesture in the air to create a
linguistic symbol. Subsequent examination of the sensor readings is conducted to determine the
character that the user has drawn in the air. A variety of techniques have been suggested to identify
the linguistic nature of a text by examining the unprocessed information from motion detectors.
In [1], a novel algorithm named 2-DifViz is presented that converts hand movements in the air
(captured by a myo-armband worn by a user) into text. Gesture-based robot control using an
accelerometer sensor is proposed in [16] . A contour-based gesture model that converts human
gestures into contours in 3D space and then recognizes these contours as characters is presented
in [17]. An accelerometer and gyroscope-based air-writing character recognition system using
CHMM is proposed in [18]. In [19], Jeen-Shing Wang et al. present an accelerometer-based digital
pen for handwritten digit and gesture trajectory recognition.The majority of the research publications
cited here are concerned with English character identification by air-writing. Only one study is found
where Prasun Roy et al. [20] proposed a video camera-dependent air-writing framework for English,
Bengali, and Devanagari numerals. For Bengali numerals, the recognition rate was found 95.4%
under constant illumination conditions. Due to color-based segmentation, the performance of this
system fluctuates substantially depending on lighting conditions. The recognition of the Bengali
alphabet is not taken into account.

3. Materials and methods

3.1. Overview of the system

A full illustration of the system is presented in Figure 1. The system has a data acquisition unit.
With this unit in hand, each Bengali character is written in the air fifty times. The data acquisition

AIMS Mathematics Volume 9, Issue 3, 6668–6698.



6672

device labeled and recorded the velocity of motion in the x, y, and z directions for all Bengali
characters written in the air to create a dataset. Some preprocessing is performed on the dataset and
unique features are extracted from these labeled data. These features are used to train the
classification model. After training the model, it is now ready for the real-time classification of
Bengali air-written characters. In order to employ the categorization model in a real-time scenario, it
is necessary for the user to physically trace a Bengali character in the air. The computer receives the
data generated by air-writing.

After preprocessing, some features are extracted and given to the classification model. The
classification model predicts the air-written character and provides the character label as an output.

Figure 1. Block diagram of the proposed system.

3.2. Development of the data acquisition system and data set

In this article, a data acquisition circuit is developed to record the motion of the hand in a three-
dimensional space during air-writing. A data set is created in the air-writing system for data collection
by motion sensor. The data acquisition system consists of a portable device that also includes the
transmitter unit, a receiver unit, and a computer application. The portable device reads the motion
data during air writing and transmits them to the receiver unit via Bluetooth. The receiver is linked
to the computer through a USB connection. This unit transmits the data to the computer application
instantly when it receives any air-writing data from the portable device. A brief representation of the
data acquisition system is depicted in Figure 2.
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Figure 2. Block diagram of data acquisition system.

3.2.1. Data collection and transmitter unit

This setup includes a microcontroller, an acceleration sensor, a Bluetooth unit, a buzzer, and a push
switch for data collection and transmission. As acceleration sensor, a device named ADXL345 was
used that can sense 3-axis movement sensor to collect the data. This sensor module is capable of
detecting hand motion. The motion recognizing part adjusts the outputs of the x, y, and z channels
proportionally to the change in speed along each axis in three dimensions in the voltage from.

The ADXL345 has an adjustable sampling rate between 10 Hz and 3200 Hz, and its sensitivity
ranges from +/-2G to +/-16G. The data is read from ADXL345 by the microcontroller through the I2C
interface. There is a fixed sampling rate of 128 Hz. In its default state, the microcontroller primarily
performs the task of monitoring the status of the push switch. As soon as the push switch is pressed, the
microcontroller produces a noise by momentarily applying a logic one signal to the pin that is linked
to the buzzer. After reading ADXL345 for two seconds, the microcontroller plays another beep sound
to let the user know that the gesture has been read. It reads 256 samples from the sensor at this time.
Subsequently, the data is transmitted to the receiver device through a Bluetooth connection. Figure 3
shows the complete circuit diagram of the data collection and transmitter unit.

Figure 3. Circuit diagram of data acquisition and transmitter unit.
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The ADXL345 is connected to the I2C bus (pins A4 and A5) of Arduino Nano where A4 and A5 act
as the Serial Data (SDA) pin and the Serial Clock (SCL) pin. The Bluetooth module (HC05) follows
the UART protocol to share data with the microcontroller. Thus, the RX pin of HC05 is connected
to the TX pin of Arduino Nano. The Bluetooth module of this circuit acts as a master. The push
button and buzzer are connected to the digital input pin D8 and digital output pin D9 of Arduino
Nano, respectively. Figure 4 shows the prototype of the data collection and transmitter circuit that was
developed.

Figure 4. Prototype of data acquisition and transmitter unit.

A sample (instance) of data obtained from the accelerometer sensor has three 10-bit signed numbers.
These numbers represent an acceleration in the x, y, and z-direction, respectively. Therefore, the size
of each sample is 6 bytes. Before transmitting each sample, the 10-bit signed number is compressed as
an 8-bit unsigned number. Thus, a 6-byte of data is compressed as 3-byte data. Then, these three-byte
data are converted into a single string and transmitted to the receiver. For an air-written character, this
circuit reads 256 instances from the accelerometer sensor and transmits them one by one to the receiver
circuit.

3.2.2. Receiver unit

The receiver unit’s main purpose is to obtain information from the data collecting unit and help
it to be sent to the computer. The device comprises two microcontrollers, namely the Arduino Uno
and Arduino Nano development board, together with a Bluetooth module known as the HC05. The
diagram illustrating the configuration of the receiver circuit is presented in Figure 5.

The Bluetooth module of this circuit acts as a slave and is connected to the Bluetooth (BT) module
of the data collection unit. The TX pin of HC05 is connected to the RX pin of Arduino Nano. The
slave BT module receives the data transmitted by the master BT module and sends it to Arduino Nano.
The data received is a string consisting of three characters. Then, the received string is converted into
three 8-bit unsigned numbers by Arduino Nano. For an air-written character, the microcontroller of
the Arduino Nano development board receives 256 instances of accelerometer sensor and stores all the
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numbers in its RAM. Another circuit microcontroller (Arduino Uno) is interfaced with the Arduino
Nano through the I2C bus (A4 and A5) and a digital I/O pin (D7) as shown in Figure 5. The Arduino
Uno acts as the master and the Arduino Nano acts like a slave in line I2C (bus). When Arduino Nano
receives all the 256 instances of an air-written character, it writes a logic HIGH state on digital pin
D7. This pin is connected to the PD7 of Arduino Uno. The microcontroller of the Arduino Uno
development board is instructed from the computer. The receiving unit’s prototype is depicted in
Figure 6.

Figure 5. Circuit diagram of the receiver unit.

Figure 6. Prototype of the receiver unit.

3.2.3. Data collection application

The primary goal of the data collection unit is to gather, examine, and preserve Bengali character
airwriting data in order to create a data set. Thus, a data collection application is created in order to
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verify the quality of the data and store them in an organized manner. The developed application’s user
interface is displayed in Figure 7.

Figure 7. Interface of data collection application.

This application controls the microcontroller-2 (Arduino Uno) of the circuit shown in Figure 5.
It reads the digital input pin (PD7) of Arduino Uno. When this pin becomes HIGH, the application
reads all the 256 samples of an air writing character that are transmitted from the data acquisition
circuit. Then shows the data in the plot area of the application. This application displays four plots
to demonstrate the speed of hand movement in the x, y, and z directions. The terms x, y, and z data
in the application refer to acceleration data in the x, y, and z axes. There is a button labeled “Start
Receiving Data”. To initiate the data gathering procedure, users can press this button. The individual
can inscribe a character in the air while grasping the data acquisition unit in their hand. The application
then receives the data. The first plot area displays the received acceleration data collectively, and the
remaining three plot sections display the data separately. Figure 8 illustrates the acceleration in the x,
y and z directions while writing the Bengali language symbol ‘ka’ in the air. The application offers
the ability to show both unprocessed and processed data, as well as some notable characteristics, such
as histograms, frequency components, and box plots. To understand the quality of the data before
integrating them into the data set, these visualizations and data features will be useful. Data can be
labeled and saved in an Excel sheet after analysis by the user in order to create the data set. The user
can select the location of the Excel spreadsheet where the data will be stored. The option of saving
unprocessed or preprocessed data is also available to the user.

AIMS Mathematics Volume 9, Issue 3, 6668–6698.



6677

Figure 8. Graphical representation of the acceleration data of Bengali character ‘ka’.

3.2.4. Data set

The data obtained from air-writing yields a 3-channel, one-dimensional signal representing
characters. The three channels carry information about the acceleration (with respect to time) of the
hand in the x,y, and z axes while writing a alphabet in the air. The data for one channel is a vector of
256 samples. The size of each sample is 8 bits (1 byte). The sampling rate is 128 samples per second,
and the duration is 2 s. Thus, we can represent the data of air writing of a character (sometimes
referred to as an instance) in the data set as follows:

xn = {x0, x1, · · · , x255}

yn = {y0, y1, · · · , y255}

zn = {z0, z1, · · · , z255}

l = {label}


. (3.1)

In the data set, each instance has four variables: x, y, z, and l. The first three variables (x, y, and z)
carry the information on the acceleration of an air-written character, and the last variable (l) is the label
of that character. A total of fifty Bengali letters (11 vowels and 39 consonants), as well as ten Bengali
digits, must be collected in order to create the Bengali air-writing data set. For each letter and number,
data from fifty air-writing instances were gathered from five different people. For all characters and
digits combined, 3000 instances have been recorded. To write a character in the air, there should be
a pattern for that character. The pattern of the characters should be similar to the visual linguistic
characters so that people can easily remember the patterns. Figure 9 shows the pattern of the Bengali
character ngo (�) in air writing.
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Figure 9. Stroke of Bengali alphabet ngo in air writing.

The area required for air writing in the space is not fixed. It may vary from person to person as well
as for different characters. However, the data set is prepared in this research by writing the character
in the space covering the area, which is approximately 22 × 20 inches. The air-writing strokes of
all Bengali characters are defined before preparing the air-writing data set. The air-writing strokes of
Bengali numbers and vowels, and consonants are shown in Figures 10 and 11, respectively.

3.3. Classification

The recognition or classification of a Bengali character from air-writing data is discussed in this
section. Preprocessing, feature extraction, training, and real-time classification are the steps in the
classification process and are explained here in that sequence.

3.3.1. Preprocessing

Data preprocessing is an essential step in improving the accuracy and efficiency of a machine
learning model by cleaning and preparing data for use.

Figure 10. Strokes of Bengali numbers and vowels in air-writing.
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Figure 11. Strokes of Bengali consonants in air-writing.

During air writing, the sensor’s disruptions, as well as the users’ unconscious trembles, introduce
high-frequency noise in the acceleration of hand movement, which usually does not carry any
information. A moving average filter is suitable to reduce such high-frequency noise, i.e., smooth the
data. However, the smoothing effect in the moving average filter is proportional to the number of data
points involved with the filter, and the involvement of larger data points requires higher computation
costs and memory storage. There is another filter for smoothing the data, known as a leaky integrator.
The same smoothing operation on data can be performed by a leaky integrator with fewer
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computational costs compared to a moving average filter. The smoothing operation of acceleration
data along the x-axis, y-axis, and z-axis is performed by Eqs (3.2)–(3.4) [21], respectively.

x′ = λxn−1 + (1 − λ)xn, (3.2)

y′ = λyn−1 + (1 − λ)yn, (3.3)

z′ = λzn−1 + (1 − λ)zn. (3.4)

Here, λ is a constant that ranges from 0 to 1. The closer the value of λ is to 1, the greater the
smoothing.

At this stage, x′, y′, and z′ vectors may have values in different ranges. The features obtained
from these data will also have values on dissimilar scales. Therefore, machine learning models have
to compare scores on different scales, which creates an uneven contribution of features to prediction.
The standardization or normalization process is a solution to this problem. Standardization can be
accomplished in a variety of ways. The z-score normalization procedure is employed in this case. This
is the process of converting every value in a dataset to a mean of 0 and a standard deviation of 1.
Equations (3.5)–(3.7) are used to normalize the data x′, y′, and z′, respectively. Here, µ represents the
mean and σ represents the standard deviation of the corresponding data expressed by the vector x′ or,
y′ or, z′.

x =
x′ − µx′

σx′
, (3.5)

y =
y′ − µy′

σy′
, (3.6)

z =
z′ − µz′

σz′
. (3.7)

3.3.2. Feature extraction

Feature extraction is the process of finding meaningful insights by reducing the dimensionality
while preserving the information in the original or raw data. Raw data is messy, and machine learning
(ML) models cannot work efficiently with messy raw data. The feature extraction process reduces the
number of input variables, which lowers the computing cost of the machine learning model and also
improves the model’s performance. The process of transforming data into features is called feature
engineering. The selection of features is a highly iterative process. This may be as simple as selecting
the right pieces of data or extracting features, which will require simple or complex statistical
calculations and transformations of the data. However, the calculated parameters should have the
following properties to be a feature [21]:

• Have variance

• Are not random
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• Are unique

In [19], an accelerometer sensor-based handwritten digit and gesture recognition algorithm is
developed, where statistical calculations and transformations of sensor data are used to find features in
the data set. In this study, primarily the following parameters are selected in the feature set: However,
subject to having the above-mentioned properties, the appropriate parameters will be used to train the
machine learning models.

(a) Root mean square (rms) value: The square root of the average of the squares of all the values
in a series is its root mean square, or rms. For example, the rms value of the data sequence x is
calculated by Eq (3.8) [19].

rmsx =

√
1
N

∑
x2. (3.8)

(b) Correlation among axes: The calculation of correlation between data on two axes involves
calculating the ratio of covariance to the product of the data’s standard deviations. As an
illustration, the correlation (corrxy) of data x on the x-axis and y on y-axis is obtained by
Eq (3.9) [19], where (cov(x, y)) is computed by Eq (3.10). Here, N implies the number of
sample, σx and σy are the standard deviations of vector x and y, and x̄ and ȳ are the average of x
and y.

corrxy =
cov(x, y)
σxσy

, (3.9)

cov(x, y) =

∑
(x − x̄)(y − ȳ)

N
. (3.10)

(c) Entropy: Entropy is a metric for measuring disorder or uncertainty. It tells us how
non-homogeneous a dataset is. The entropy of a discrete sequence is the measure of dissimilarity
or diversity of the samples in that sequence. The entropy Hx of the sequence x is obtained by
Eq (3.11) [22]. Here, c indicates the number of interval (R1,R2, · · · ,Rc) in x; Pi is the
probability of a sample belonging to the interval Rc.

Hx = −

c∑
i=1

Pi log2(Pi). (3.11)

In this study, the value of the sequence x, y, or z is an 8-bit signed number and ranges from -128
to +127. This range is divided into 32 intervals. The probability of a sample belonging to an
interval is obtained from the histogram of the sequence x. In a similar manner, the entropies Hy

and Hz are calculated.

(d) Zero-crossing rate: The rate at which the sign of the signal changes during a frame is known as
the zero-crossing rate, or ZCR. In other words, it can be expressed as the signal’s frequency of
shifting from positive to negative and back again, divided by the length of the frame. The ZCR of
a signal or sequence can be viewed as a measure of its noisiness. The ZCR of the sequence x is
calculated using Eq (3.12) [23].
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Zx =
1

2WL

WL∑
n=1

|sgn(xn) − sgn(xn−1)|, (3.12)

Where sgn(.) is the sign function shown in Eq (3.13),

sgn(xn) =

1 xn ≥ 0,
−1 xn < 0.

(3.13)

(e) Interquartile range (IQR): The interquartile range (IQR) is a measurement of the distribution
of data in the middle half. It is the range for the middle half of the data samples. The IQR gives
an indication of how samples in a data sequence are distributed. Larger numbers imply that the
data is spread out wider in the center. Smaller values, on the other hand, indicate that the middle
values are more closely clustered. If we want to find the IQR of the data sequence x, we have
to sort the samples of x into four ranges (quarters), which are called quartiles. The quartiles are
labeled from low to high, such as Q1, Q2, Q3, and Q4, which are shown in Figure 12.

Figure 12. Calculation of IQR.

Now, the IQR of the sequence x will be obtained by subtracting the Q1 value from the Q3 value
by Eq (3.14).

IQRx = Q3 − Q1. (3.14)

(f) Energy: The energy of a sequence is determined by taking the square root of the Fast Fourier
Transform (FFT) coefficients. The energy of a data sequence x is calculated using Eq (3.15) [19],
where, N is the number of samples in the sequence, and Xk is the kth FFT co-efficient.

Ex =
1
N

N∑
k=1

|XK |
2. (3.15)

Similarly, we can compute the energy Ey of the sequence y and Ez of the sequence z.

(g) Mean frequency or spectral centroid: The frequency at which the energy of a spectrum is
centered is indicated by its spectral centroid. If the FFT coefficients or spectral magnitude of the
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sequence x is S (k) and the corresponding frequencies are f (k), then the spectral centroid of the
sequence could be found by Eq (3.16) [24].

fc =

∑
k S (k) f (k)∑

k S (k)
. (3.16)

(h) Spectral roll-off: The frequency below which a certain percentage of total spectral energy, such
as 85%, lies is known as spectral roll-off. The spectral roll-off point of a discrete sequence is
calculated by Eq (3.17) as described in [25].

i∑
k=b1

S (k) = γ

b2∑
k=b1

S (k). (3.17)

In this context, S k represents the spectral value corresponding to the frequency bin k. Variables
b1 and b2 denote the bin indices that define the band boundaries to calculate the spectral spread.
Furthermore, γ represents the proportion of total energy contained within the bin range of b1 to
b2.

(i) Spectral bandwidth: The difference in frequency between the sites where the spectrum falls at
least 3 dB below the maximum spectrum level is known as the spectral bandwidth. The spectral
bandwidth of order-p of a data sequence is calculated by Eq (3.18) [24].

BWp = (
∑

k

S (k)( fk − fc)p)
1
p . (3.18)

Here, S k is the spectral magnitude at frequency bin k, fk is the frequency at bin k, and fc is the
spectral centroid.

(j) Principal component coefficients: To determine the principal components of data, principal
component analysis, or PCA, is used. Data normalization, covariance matrix computation, and
eigenvalue and eigenvector identification are all part of PCA. Finally, the eigenvector of the
covariance matrix is used to identify principal components. In this study, standardization is done
at the data preprocessing stage and we have found three data sequences x, y, and z. The
covariance and covariance matrix of these sequences are found in Eqs (3.19) and (3.20).

cov(x, y) =

∑
(x − x̄)(y − ȳ)

N
, (3.19)

S =


cov(x, x) cov(x, y) cov(x, z)
cov(y, x) cov(y, y) cov(y, z)
cov(z, x) cov(z, y) cov(z, z)

 . (3.20)

The eigenvalue of covariance matrix λ is calculated by Eq (3.21). The eigenvector of the first
principal component U1 is obtained by Eq (3.22) taking the maximum eigenvalue found from
Eq (3.18).

det(S − λI) = 0, (3.21)
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(S − λmaxI) = 0. (3.22)

The computation of the normalized eigenvector and first principal components is performed using
the Eqs (3.23) and (3.24) [26].

e1 =


U1√

U2
1+U2

2+U2
3

U2√
U2

1+U2
2+U2

3
U3√

U2
1+U2

2+U2
3

 , (3.23)

P1i = eT
1


xi − x̄
yi − ȳ
zi − z̄

 . (3.24)

3.3.3. Classification models

Machine learning is a method of data analysis that automates the development of analytical
models. It is a subset of artificial intelligence based on the idea that computers can learn from data,
identify patterns, and make decisions with little to no human involvement. This research has extensive
application of machine learning. The acceleration of hand movements for the air-writing of different
Bengali characters will be collected. Based on this data the system has to identify a character from a
new air-writing data. The concept of supervised machine learning is very similar to this problem.
Supervised learning trains models to produce the desired output using a training set. The model can
develop over time because this training dataset contains both accurate and inaccurate outcomes. The
loss function is used to evaluate how accurate the method is, and it is changed until the error is
sufficiently minimized. Regression and classification are the two categories of supervised learning
techniques. The major difference between classification and regression algorithms is that the former
predicts continuous values while the latter predicts or classifies discrete values [27]. In our case, the
output of the machine learning model is discrete. The model has to select one label from a set of 61
labels (as there are 61 characters in the data set). Therefore, the development of the air-writing model
is a classification problem under supervised machine learning. Different supervised machine-learning
algorithms are discussed below.

(a) Decision tree: Decision tree (DT) is a statistical approach for classifying data. A decision tree
is a structure resembling a flowchart in which each leaf node (terminal node) contains a class
name, each internal node represents an attribute test, and each branch shows the test’s result.
Using decision trees, instances are sorted from the root of the tree to a leaf node, which offers the
classification. This method effectively poses a question, and depending on the response (Yes/No),
divides the tree into subtrees. Decision trees are prone to errors in classification problems with
numerous classes and few training occurrences [28].

(b) Discriminant analysis: A collection of prediction equations for classifying people according to
independent factors are found using discriminant analysis. Establishing a predictive equation for
categorizing new persons or interpreting the predictive equation to ascertain any potential
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correlations between the variables are two possible objectives of a discriminant analysis.
Discriminant analysis is divided into various groups, each with distinct assumptions and
properties. The two major categories are quadratic discriminant analysis (QDA) and linear
discriminant analysis (LDA). Different trade-offs are made between simplicity and versatility by
LDA and QDA. LDA is simpler and works with the assumption of a single covariance matrix;
however, QDA is more flexible and allows for different covariance matrices for each class. The
selection of one or the other depends on the characteristics of the data and the reasonable
assumptions for a given classification task [29].

(c) Naı̈ve bayes: This classification technique is predicated on the Bayes Theorem and the idea of
predictor independence. Simply put, a Naive Bayes classifier makes the assumption that each
characteristic in a class exists independently of each others. This suggests that each predictor
has the same effect on the outcome and that the existence of one feature in the probability of an
occurrence does not affect the presence of another [29].

(d) Support vector machine: A prominent supervised learning method for regression and
classification is support vector machine, or SVM. It is most frequently used, nevertheless, in
machine learning tasks involving classification. The goal of the support vector machine
technique is to identify a decision boundary in an N-dimensional space (where N is the number
of features) that categorizes the data points clearly. The optimal decision boundary is known as a
hyperplane [28].

(e) k-nearest neighbor: Based on how closely related and distant data points are to other readily
available data, the KNN algorithm can discern between them. This method assumes that
neighboring data points with comparable properties may be discovered. In order to do this, it
makes an effort to measure the separation between data points, generally using Euclidean
distance, and then assigns a category based on the most prevalent category or average [28].

3.4. Feature selection and training of classification models

For the training of supervised learning models, the parameters discussed above are primarily
chosen as features. The parameters are mean, standard deviation, rms value, correlation among axes,
entropy, principal component coefficients, zero-crossing rate, interquartile range, energy, mean
frequency, spectral roll-off, and spectral bandwidth. However, in an air-writing instance, there are
three discrete sequences i.e., acceleration in the x-direction, y-direction, and z-direction (the
sequences are represented as x, y, and z in the previous subsection). As a result, we received three
features for each parameter. Therefore, 36 features are attained from twelve parameters. All features
including the labels are listed in Table 1).
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Table 1. List of parameters that are primarily included in the feature set.

Name of parameters No. of features Feature label (Assumed)
Mean 3 DCx,DCy,DCz

Standard deviation 3 S Dx, S Dy, S Dz

rms value 3 RMS x,RMS y,RMS z

Correlation among axes 3 Corrxy,Corryz,Corrzx

Entropy 3 EntropyX, EntropyY, EntropyZ
Principal component coefficients 3 PCAx, PCAy, PCAz

Zero crossing rate 3 ZCRx,ZCRy,ZCRz

Interquartile Range 3 IQRx, IQRy, IQRz

Energy 3 Ex, Ey, Ez

Mean frequency 3 MFx,MFy,MFz

Spectral roll-off 3 S Rx, S Ry, S Rz

Spectral bandwidth 3 S Bx, S By, S Bz

Total features 36

However, having too many features will make the model inefficient. Irrelevant features increase
the complexity of the model and make the model computationally inefficient without improving the
accuracy of the model. Therefore, to optimize the model accuracy and computational cost we have
to avoid irrelevant features. The technique that removes excessive and irrelevant features is known as
dimensionality reduction [30].

In this study, two steps are taken to find the useful features from the feature set. First, before
including a parameter in the feature list, the variance of the parameter is observed from the box plot of
that parameter to ensure how well the feature can distinguish between various characters. The box plot
of the parameter Corryz for different Bengali characters is shown in Figure 13.

Figure 13. The box plot of the parameter Corryz for different Bengali characters.

According to observations, there is no discernible variation in this parameter among Bengali
characters. In order to differentiate or classify Bengali characters from its air-writing data, this
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parameter will not be helpful. This parameter will thus not be included in the feature list. The box
plot of another parameter, EntropyZ, for different Bengali characters is shown in Figure 14. The
illustration makes it clear that there is a significant amount of variation in this parameter for various
characters.

Figure 14. The box plot of the parameter EntropyZ for different Bengali characters.

Therefore, machine learning models can easily distinguish among different characters using this
parameter. Therefore, this parameter is considered as a feature. As with the individual box plots
for each parameter, the boxplot of the parameter’s mean value for each Bengali character, which is
displayed in Figure 15, provides a measure of the variability for all other parameters. The size of
the interquartile range (IQR) demonstrates the parameter’s high degree of variability and suggests its
use as a feature. The small size of the IQR, on the other hand, indicates little variability. Since the
parameters CorrYZ(Corryz) and S Bx have little variance, they are not regarded as features.

Figure 15. Box plot of the mean values of the parameters for all Bengali characters.

Second, there may have some features which are highly correlated with each other. They will then
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have a similar influence on the target variable, and including both in the model will be unnecessary.
Therefore, we can eliminate one of them without affecting the model’s performance. Such redundant
features from the feature set can be identified by analyzing the heatmap of the covariance of different
features [29]. Figure 16 shows a heatmap illustrating the covariance between different features of
Bengali consonants. It is clear from the heatmap that the features DCx, S Dx, and IQRx are highly
correlated. We can consider only one feature instead of three. Likewise, the correlation is found for
some other features that are shown in Figure 17. From this figure, it is observed that six groups of
features are highly correlated having 18 features. Thus, we can take only six features out of eighteen
without a considerable effect on the accuracy of the models. Selected features are marked in green color
and eliminated in red. The features having low computational cost are selected from the correlated
feature groups.

Figure 16. Heatmap illustrating the covariance between different features.
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Figure 17. Correlated features.

The redundant features are: S Dx, S Dy,Corryz IQRx, DCy, S Bx EntropyY,
EntropyZ,MFx,MFy,MFz, S Rx, S Ry, S Rz. Finally removing the excessive and irrelevant features,
the useful feature set is listed in Table 2.

Table 2. List of useful features.

Name of parameters No. of features Selected features
Mean 2 DCx,DCz

Standard deviation 1 S Dz

rms value 3 RMS x,RMS y,RMS z

Correlation among axes 2 Corrxy,Corrzx

Entropy 1 EntropyX
Principal component coefficients 3 PCAx, PCAy, PCAz

Zero crossing rate 3 ZCRx,ZCRy,ZCRz

Interquartile range 2 IQRy, IQRz

Energy 3 Ex, Ey, Ez

Spectral bandwidth 2 S By, S Bz

Total features 22

A program is developed to calculate the features from the data set. The features are calculated for
all the instances of the data set of Bengali characters. Then, the features, with their labels are inserted
into an application for training the classification models. Following are the steps to train models:

• Inserting features with label

• Specifying a validation scheme

• Selecting useful features from the feature set

• Selecting models to train

• Observe results

Validation techniques in machine learning are used to calculate the ML model’s error rate, that is
close to the actual error rate as possible, i.e., it protects the models against overfitting. There are three
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validation options in the application used for training: Cross-Validation, Holdout validation, and No-
Validation. The holdout validation technique is preferable for large data sets. The data set prepared
in this study is comparatively small as there are only fifty instances for a character. Therefore, the
Cross-Validation technique is selected to train the models. By partitioning the data set into folds and
evaluating the accuracy of each fold, this validation technique protects against overfitting. In this case,
the data are partitioned into five folds. After specifying the validation technique, the features listed in
Table 2 are selected from the set of features to train the ML models.

The supervised learning models included in the application are Quadratic Discriminant, Cosine
KNN, Coarse Gaussian SVM, Gaussian Naı̈ve Bayes, Cubic SVM, Linear SVM, Weighted KNN,
Coarse KNN, Linear Discriminant, Medium Gaussian SVM, Medium KNN, Fine Gaussian SVM,
Coarse Tree, Fine KNN, Cubic KNN, Fine Tree, Quadratic SVM, and Medium Tree. Each of these
models is trained individually using the specified characteristics from the Bengali air-writing dataset.

4. Results

One of our objectives is to create a comprehensive dataset of Bengali characters using a motion
sensor-based air-writing technique. A data set is developed that contains 3050 instances of 61 Bengali
characters. The data included in the data set are raw data, that is, no modification or processing is
performed on data received from the sensor. The graphical representation of raw air-writing data of
the symbol ‘ka (k)’ is shown in Figure 18(a) and the preprocessed form of this symbols of air-writing
is shown in Figure 18(b). This initial step of processing involves smoothing and standardizing the
data using the z-score technique. It is observed from Figure 18(b) that after preprocessing the high-
frequency noise is removed, and all the samples in the data sequences are organized on the same scale
due to the normalization process.

Figure 18. Graphical representation of (a) preprocessed data, and (b) raw sensor data of
Bengali character ka (k).

After preprocessing, Figures 19 and 20 show the graphical representation of air-writing for all
Bengali characters. Despite the fact that fifty occurrences of one character are taken, only one instance
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of each character is displayed in the figures.
After preprocessing, the features listed in Table 2 are calculated. These features are used to train

the classification model mentioned in the preceding section. Then, the accuracy of different models is
evaluated. In Table 3, the accuracy of various classification models is listed. The medium Gaussian
SVM shows height accuracy (96.5%) in recognition of the air-writing of Bengali characters. In
addition, the Linear Discriminant, Gaussian Naı̈ve Bayes, Kernel Naı̈ve Bayes, Linear SVM,
Quadratic SVM, Cubic SVM, Fine KNN, Medium KNN, Cosine KNN, Weighted KNN, and Cubic
KNN all have greater than 90 percent accuracy.

Figure 19. Graphical representation of air-writing data of Bengali vowels and digits.
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Figure 20. Graphical representation of air-writing data of Bengali consonants.
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Table 3. Accuracy of Bengali character recognition by different classification models.

Classification model Accuracy Classification model Accuracy
Fine Tree 60.3% Medium Tree 22.0%
Coarse Tree 6.1% Linear Discriminant 95.4%
Gaussian Naı̈ve Bayes 93.3% Kernel Naı̈ve Bayes 92.9%
Linear SVM 95.3% Quadratic SVM 95.8%
Cubic SVM 94.9% Fine Gaussian SVM 35.4%
Medium Gaussian SVM 96.5% Coarse Gaussian SVM 91.7%
Fine KNN 94.1% Medium KNN 91.7%
Coarse KNN 80.5% Cosine KNN 90.8%
Weighted KNN 93.4% Cubic KNN 90.6%

A bar chart in Figure 21 illustrates the accuracy of individual characters in air-writing using the
classification model “Medium Gaussian SVM”, which provides the highest average accuracy among
the mentioned models in Bengali character recognition from their air-writing. In the bar chart, the
horizontal axis denotes different Bengali characters, and the vertical axis indicates the accuracy of the
corresponding characters in air-writing. All character has an accuracy greater than 90% except for u
(U), jha (C), and ro (�). The average accuracy for all characters is 96.5%. The average accuracy for
Bengali consonants, Bengali vowels, and Bengali numbers is 96.6%, 95.81%, and 97.2%, respectively.

Figure 21. Accuracy of individual Bengali characters in air-writing.

The performance of the model (Medium Gaussian SVM) that exhibits the highest accuracy during
the training session is evaluated in real-time after the training session. For this task, an application is
developed. The application has taken the acceleration data from the data acquisition system in real-time
when Bengali characters were written in the air. Following that, the application immediately calculated
the features from the collected data, provided them to the trained classification model, and displayed
the model’s decision. Two cases of real-time air-writing classification are shown in Figure 22. In the
instance of Figure 22(a), ka (k) is written in the air. The top of the image displays the hand movement
data that was received for writing the letter ka (k). The bottom left portion of the figure displays
the predicted character, while the bottom right portion displays the actual character. In this case, the
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character was accurately classified by the trained classifier. The trained classifier incorrectly predicted
the character written in the air in case 2 (shown in Figure 22(b) to be da (D) when it was actually the
Bengali digit pach (5).

Figure 22. An illustration of a Bengali character being (a) successfully classified (b)
misclassified in real-time air-writing.

In this way, the classification model was evaluated 100 times more for categorizing ten randomly
selected Bengali characters from the air-writing data. The test outcome is represented in Table 4. The
randomly chosen characters were ka (k), kha (x), ek (1), i (I), cha (q), tin (3), rri (�), ngo (�), pach (5),
and jha (C). Each character was written ten times in the air. The character ka (k) was observed to be
correctly identified six times out of ten attempts, while being incorrectly classified three times as pha
(f) and once as r (r).

Table 4. Real-time performance of the trained classification model in recognition of Bengali
character from air-writing.

Character No. of attempts Accuracy
1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

ka (k) f X X f f X r X X X 60.0%
kha (x) X X X X X X X X g X 90.0%
ek (1) X X X X X X 0 X X X 90.0%
i (I) X X � X X X 0 X X X 80.0%
cha (q) X I H X X X X X H X 70.0%
tin (3) t t X X O X X t X X 60.0%
rri (�) X X X X X X X z X X 90.0%
ngo (�) X X X X X X X X X X 100.0%
pach (5) D X D X X X X X X X 80.0%
jha (C) X X X X X X b X X X 90.0%

Overall accuracy 81%
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Our results have been compared with some of the most current studies on air-writing in other
languages, including research on Bengali air-writing. The comparison is shown in Table 5. The
recognition of Bengali characters (only numbers) in air-writing has only been the subject of one
published study. The study was based on computer vision, and the identification rate for Bengali
numbers was determined to be 95.4%; however, our study, which includes not only numerals but also
all Bengali characters, reported 96.5% accuracy. The comparison with other studies shows that the
existing supervised machine learning models predict the created data set for Bengali air-writing more
accurately than many other models that have been suggested for other languages.

Table 5. Comparison of the result with recent studies.

Research work Language Method Accuracy
[31] English Computer vision based 96.11%
[32] English Computer vision based 86.9%
[33] Chinese Computer vision based 98.11%
[34] Japanize Computer vision based 92.5%
[35] English Digit Kinnect sensor based 96.8%
[36] English Letter Motion Sensor based 95.0%
[17] English Letter Motion sensor based 94.3%
[37] English Motion sensor based 88.4%
[14] English Letter Radar sensor based 98.33%
[38] English Letter WiFi signal based 88.74%
[39] Latin Leap Motion 72.25%
[20] Bengali digit Computer vision based 95.4%

Proposed Bengali Alphabet Motion sensor based 96.5%

5. Conclusions

The idea of using air writing to input text on devices is very new, and studies are being conducted
to improve the technique. Based on the research papers we have collected, the majority of the studies
are being performed to recognize air-writing for the English language. This research is focused on the
development of the air-writing model for the Bengali language. We introduce a data collection
approach for gathering hand motion data for Bengali air-writing. Additionally, a motion sensor-based
dataset is created for Bengali characters. The data set contains 50 occurrences of each Bengali
character from five distinct people. Then, the useful features of the Bengali air-writing data set are
recognized and the most effective machine learning model is identified for recognizing Bengali
air-writing among existing well-known supervised machine learning models. The medium Gaussian
SVM classifier showed the maximum training accuracy, which is 96.5%. For this model, the accuracy
achieved by providing real-time air-writing data is also measured for 10 randomly selected Bengali
characters, and the accuracy is 81%. In the suggested method, air-writing requires the entire hand to
move, which is quite time-consuming and laborious. In the future, we can create a system that allows
users to write Bengali characters by moving only one finger.
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