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With the rapid increase of users over social media, cyberbullying, and hate speech problems have 
arisen over the past years. Automatic hate speech detection (HSD) from text is an emerging research 
problem in natural language processing (NLP). Researchers developed various approaches to solve 
the automatic hate speech detection problem using different corpora in various languages, however, 
research on the Urdu language is rather scarce. This study aims to address the HSD task on Twitter 
using Roman Urdu text. The contribution of this research is the development of a hybrid model for 
Roman Urdu HSD, which has not been previously explored. The novel hybrid model integrates deep 
learning (DL) and transformer models for automatic feature extraction, combined with machine 
learning algorithms (MLAs) for classification. To further enhance model performance, we employ 
several hyperparameter optimization (HPO) techniques, including Grid Search (GS), Randomized 
Search (RS), and Bayesian Optimization with Gaussian Processes (BOGP). Evaluation is carried out on 
two publicly available benchmarks Roman Urdu corpora comprising HS-RU-20 corpus and RUHSOLD 
hate speech corpus. Results demonstrate that the Multilingual BERT (MBERT) feature learner, paired 
with a Support Vector Machine (SVM) classifier and optimized using RS, achieves state-of-the-art 
performance. On the HS-RU-20 corpus, this model attained an accuracy of 0.93 and an F1 score of 0.95 
for the Neutral-Hostile classification task, and an accuracy of 0.89 with an F1 score of 0.88 for the Hate 
Speech-Offensive task. On the RUHSOLD corpus, the same model achieved an accuracy of 0.95 and an 
F1 score of 0.94 for the Coarse-grained task, alongside an accuracy of 0.87 and an F1 score of 0.84 for 
the Fine-grained task. These results demonstrate the effectiveness of our hybrid approach for Roman 
Urdu hate speech detection.
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During the past decade, the usage of social media platforms like Twitter, Instagram, Facebook, etc. became 
very popular. People post or comment on social media posts and express their views. The difference in opinion 
on social media platforms can change into a debate and harsh words are exchanged sometimes. Negative, 
disrespectful, and abusive comments violating human dignity are all categorized as hate speech and an increasing 
trend has been observed recently. Due to the ease of accessibility and widespread use of the Internet, computers, 
tablets, and cell phones, cyberbullying may occur at any time and anywhere, making it a severe issue.

Social media platforms and websites serve as a hub of communication for individuals all around the world. 
People who are geographically, religiously, racially, and culturally separated from one another (such as the 
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separation of the Indian Sub-continent into India and Pakistan) frequently engage in verbal violence against 
one another1. It is defined as “abusive communication targeting specific group traits such as culture, religion, or 
gender”2. When writing reviews or comments on online products, videos, or articles, users typically prefer and 
feel more comfortable using their native language than English3. Abusive language in posts or comments should 
not be visible to other users since it encourages cyberbullying. As a result, it is critical to develop an autonomous 
system for detecting, stopping, or prohibiting harmful language or hate speech before it is published online. 
According to4 Twitter is one of the most popular social networking sites, with 330 million active users and 200 
billion tweets per year. Although the large majority of these users express their emotions or share their views, 
others misuse their freedom by tweeting controversial content. Hate speech is a sort of content that has caused 
controversy.

With over 231.3 million speakers worldwide, Urdu is the 10th most spoken language5. It is the official 
language of Pakistan, a country of 220 million people6. Urdu is spoken in many countries other than Pakistan, 
including India, the United Kingdom, the United States, Canada, and the Middle East7. However, there are 
various difficulties in creating digital content in Urdu. For instance, the Urdu alphabets differ significantly from 
the English alphabet, and the English keyboard cannot be used to type Urdu. Furthermore, the Urdu language 
includes 36 alphabets, but English keyboards only support 26 alphabets. Because of the significant discrepancy 
in the number of alphabets, mapping the Urdu alphabet to an English keyboard is problematic. Because of these 
difficulties, most Urdu speakers communicate in a distinct script that employs English alphabets to write Urdu 
phrases, technically known as Roman Urdu8.

In previous research, hate speech detection (HSD) has been solved as a text classification task under supervised 
learning. A range of approaches to detect hate speech from the text are developed for various languages such as 
English9,10, Spanish11–13, Bengali14–16, Arabic17,18, Indonesian19–21, Urdu22and Roman Urdu1,8,23. The developed 
approaches are broadly categorized into machine learning using manually extracted features, deep learning (DL), 
and transfer learning. The main focus of this study is on Roman Urdu text. Roman Urdu HSD task is solved 
mainly by using hand-crafted feature engineering methods such as count vectorizer, N-Gram vectorizer, word-
level term frequency, character-level features, word embeddings8, and word and character N-grams1. Traditional 
hand-crafted feature engineering is an eminently tedious, time-taking process and requires human ability, while 
automatic feature engineering extracts and learns features directly from raw text. Although promising results are 
reported by these methods, HSD is still an emerging research area and requires investigation of novel methods 
for Roman Urdu to enhance performance for Roman Urdu text classification.

HSD in Roman Urdu is uniquely challenging due to its non-standardized nature, where speakers use 
English alphabets to write Urdu words, resulting in inconsistencies in spelling and grammar. Previous methods 
predominantly relied on manual feature engineering, which is labor-intensive and less effective for handling 
the linguistic intricacies of Roman Urdu. This study introduces a novel hybrid approach that combines deep 
learning models and transformer-based architectures with traditional machine learning classifiers. The term 
“hybrid” refers to the integration of two distinct approaches. Specifically, convolutional neural networks (CNN), 
long short-term memory networks (LSTM), bidirectional LSTM (BiLSTM), gated recurrent units (GRU), and 
the multilingual BERT (MBERT) transformer are employed for automatic feature extraction, while machine 
learning (ML) classifiers such as support vector machines (SVM) are used for classification. The hybrid 
approach leverages the deep learning models’ ability to capture complex patterns from the Roman Urdu text, 
while the machine learning classifiers optimize classification performance through structured data. In the 
hybrid approach, the deep learning models allow for automatic feature extraction from raw Roman Urdu text, 
capturing deep contextual and semantic information that traditional machine learning techniques would not be 
able to capture on their own. This justifies the use of deep learning and transformer for feature extraction, as it 
reduces the need for manual feature engineering and can better handle the complexities of Roman Urdu, which 
lacks standardized spelling and grammar. Additionally, ML models are effective for classification due to their 
interpretability, robustness, and ease of optimization using hyperparameter tuning.

Furthermore, to optimize the performance of ML models, we applied different hyperparameter optimization 
approaches comprising grid search (GS), randomized search (RS), and Bayesian optimization with Gaussian 
process (BOGP). This integration of automatic feature extraction and hyperparameter optimization techniques 
enhances the robustness of our approach to detecting hate speech in Roman Urdu, addressing the specific 
challenges posed by its linguistic properties. The novelty of our approach lies in the integration of deep learning 
models and transformer-based models (MBERT) for feature extraction, which reduces the need for manual 
feature engineering, combined with traditional machine learning models for classification and enhances the 
performance through hyperparameter tuning, which, to our knowledge, has not been explored in this domain. 
The proposed model is evaluated on two publicly available benchmarks: Roman Urdu corpora HS-RU-20 
corpus8and RUHSOLD corpus23. The first dataset contains three classes including neutral, hostile, and hate 
speech offensive while the second dataset has coarse-grained levels (i.e. abusive, normal) and fine-grained levels 
(i.e. abusive, normal, religious hate, sexism, and profane).

A considerable range of experiments is performed to ratify the usefulness of the proposed hybrid model. On 
both corpora, complete experimentation is divided into two distinct phases. In the first phase, experiments are 
conducted using the proposed hybrid models with the default parameter settings of machine learning algorithms. 
In the second phase, we performed experiments with hyperparameter optimization methods to optimize the 
prediction performance. In the end, we compared the results using standard evaluation measures to check the 
effect of optimization and compared the results of the proposed methods with the baseline of both corpora. By 
addressing the limitations of traditional feature engineering and applying an innovative hybrid model, this study 
significantly advances hate speech detection in Roman Urdu. The key research questions guiding this study are 
as follows:
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• RQ1: How can we effectively leverage deep learning and transformer models for automatic feature extraction 
in Roman Urdu hate speech detection, where traditional manual feature engineering may fall short?

• RQ2: How does the combination of automatic feature extraction with machine learning classifiers improve 
classification performance for hate speech detection in Roman Urdu text?

• RQ3: What is the impact of hyperparameter optimization techniques (GS, RS, BOGP) on enhancing the clas-
sification performance for both binary and multiclass hate speech detection tasks?The primary contributions 
of this study are given below:

• 
• Developed a hybrid model that combines deep learning models and transformers as automatic feature learn-

ers with different MLAs for classification. This approach leverages the strengths of both deep learning and 
traditional machine learning techniques to improve hate speech detection in Roman Urdu text.

• Applied various HPO techniques, including GS, RS, and BOGP to optimize the performance of the MLAs 
in the hybrid model. HPO helps to fine-tune the models and improve their prediction performance which 
enhances the effectiveness of hate speech detection.

• Proposed hybrid model and HPO methods are evaluated on two publicly available benchmark hate speech 
corpora: HS-RU-20 corpus and RUHSOLD corpus. The experimental results demonstrate the effectiveness 
of the proposed approach and obtained state-of-the-art results using MBERT-SVM-RS combination on both 
corpora.The rest of the article is organized as follows. Section "Literature Review" demonstrates the detailed 
literature review of existing resources and approaches for hate speech detection tasks. The proposed hybrid 
model for both binary and multiclass hate speech detection tasks is presented in Sect. "Proposed Hybrid Mod-
el for Roman Urdu Hate Speech Detection". Experimental results are presented in Sect. "Dataset" . Finally, the 
conclusion of the study and some future directions are illustrated in Sect. "Data Preprocessing".

Literature review
In literature, multiple resources and approaches for hate speech detection are developed for different languages 
such as English9,10,24, Spanish11–13, Bengali14–16, Arabic17,18, Indonesian19–21, Italian25, Urdu22and Roman 
Urdu1,8,23. Mainly the hate speech detection problem is solved as a text classification under supervised learning. 
A comprehensive overview of hate speech detection corpora and approaches is given below.

Waseem et al9. developed the corpus of 16k labeled tweets. To evaluate the corpus they applied the character 
n-gram feature extraction approach with a logistic regression (LR) classifier for classification. Results indicate 
that the highest F1 score of 0.74 using 10-fold cross-validation is obtained. In another study, Malmasi et al24. 
used n-gram and skip-gram feature extraction approaches on the social media hate speech corpus comprising 
14509 annotated instances26. The study obtained the highest accuracy of 78% using the SVM classifier.

Considerable efforts have been made to solve the hate speech detection problem using transfer learning 
methods in English. Rizoiu et al27. developed a transfer learning approach using BiLSTM on two hate speech 
corpora: corpus from28that discriminates between racist, sexist, and harmless comments and corpus from26 
which distinguished between hateful, offensive, and harmless comments. Experimental evaluation showed the 
highest micro F1 score of 78% and 72%, respectively on both corpora.

Later, Mehmood et al29. proposed passion-Net an attention-based deep learning evaluation model for the 
identification of hate speech in the Roman Urdu language. By integrating attention mechanisms, thus their model 
demonstrated an 8.7% increase in the F1 score and an 18.6% increase in recall for tasks involving fine-grained 
classification. This highlights the possibility of using attention mechanisms as a tool for improving models 
through the attention mechanism. Linguistic variables, which is especially effective in the case of complicated text 
classification problems including hate speech detection. Nasir et al30. discussed the work of developing an LR-
based model for Roman Urdu yielding 81% accuracy in neutral to hostile classification and 87% in the identifying 
of offensive-hate speech. This result shows how well the classical ML-based models perform on the hate setting 
of tasks related to speech detection, in Roman Urdu as well. Maqbool et al31. worked towards implementing data 
augmentation techniques so as to reduce the vices of limited data in the identification of hate speech. By adding 
new variables to the RUHSOLD dataset as well as by using their model they have employed m-BERT for their 
model and got their model success rate of 91.3% accuracy. This work illustrates the performance of using pre-
trained transformer models together with data augmentation techniques which is very essential especially when 
optimization is needed in environments characterized by limited availability of resources.

Some notable efforts have been made to address the Roman Urdu hate speech detection problem. Khan et 
al8. prepared an RU-HS-20 corpus comprising 5000 instances by collecting Roman Urdu tweets for hate speech 
detection. The authors divided the corpus into neutral-hostile and hate speech-offensive classes comprising 5000 
and 3570 instances, respectively. To evaluate the corpus, the authors applied various feature extraction methods 
with different machine learning classifiers including Naive Bayes (NB), random forest (RF), LR, and SVM. LR 
classifier with count vectorizer achieves the best results with a 0.84 accuracy score. LR classifier also produced 
the highest F1 score of 0.90 and 0.75 for neutral-hostile and hate speech-offensive tasks, respectively.

Rizwan et al23. developed a benchmark hate speech and offensive language detection corpus that contains 
10012 Roman Urdu tweets. The corpus is divided into two levels by authors including coarse-grained level and 
fine-grained level. The coarse-grained level consists of two classes normal and abusive. The fine-grained level 
comprises five classes including abusive, religious hate, sexism, and profane comprising 2402, 782, 839, and 
640 instances, respectively. For text classification, several deep learning models are employed including LSTM, 
GBDT, FastText with CNN, Bi-LSTM with attention, etc. BERT with CNN-gram obtained the best results with 
0.90 each for accuracy and F1 score at the coarse-grained level task and the highest accuracy and F1 score of 0.82 
and 0.75, respectively, at the fine-grained level task.

Malik et al32. concentrated on identifying hate speeches and targeting the communities in the Nastaliq 
Urdu language. Their work used transformer-based models including Urdu-RoBERTa and Urdu-DistilBERT; 
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the results were 86.58% of hate speech identification accuracy and 84.17% accuracy in finding out target 
communities. The work provides another piece of evidence of the ability of transformer-based models to fine-
tune the low-resource language understanding tasks. Cyberbullying detection was suggested by Atif et al33. 
based on a Roman Urdu model using GRU-based tweets. It also obtained a 0.97% accuracy and an F1 score of 
0.97% of the test results illustrating the ability of GRU to capture sequential dependencies in textual data. Also, 
the authors carried out a user behavior analysis where the profiles were categorized as normal, suspicious, and 
abusive. Ullah et al34. proposed a DistilBERT-based system for hate speech detection in multilingual contexts 
but especially for low-resource languages such as Roman Urdu. Their model gave an F1-score of 0.6369, as they 
defined it as a measure of the model’s performance on a code-mixed Telugu-English dataset. This work proves 
how light models’ transformers work when applied to hate speech detection tasks, especially where computing 
power is limited. Jahangir et al35. used and compared the results of both the Support Vector Machines (SVM) 
and Logistic Regression in detecting cyberbullying in Roman Urdu posts on social media. Their model was 
found to be 92% accurate. An accuracy of 86% is caregiver; all these make the use of the ML approach especially 
for classification tasks in multilingual environments to be effective if enhanced with better features.

For sentiment analysis of the Urdu text, Khan et al36., employed basic and advanced MLand DL algorithms 
of which the best reached the F1 score 82.05% with Logistic Regression. This work demonstrates that the fusion 
of standard machine learning techniques with deep learning techniques to perform text classification in low-
resource languages is efficient. Al Maruf et al37. surveyed the recent advances in Bengali hate speech detection 
and analyzed that the cross-lingual transfer learning technique and contextual information are crucial. These 
findings translate directly to Roman Urdu hate speech detection where, as mentioned earlier, there is a lack of 
annotated datasets and cross-lingual approaches could prove helpful in surmounting this problem. Later, Khan 
et al38. applied this hybrid method to abusive language detection in the Urdu language considering traditional 
ML models and deep learning models with attention. In the case of the DUAL dataset of more than 12,000 
tweets, the proposed RF attained an F1 measure of 0.96%, while the best result was obtained by Bi-LSTM, with 
attention and Word2Vec embeddings. Thus, future work in this area should focus on improving the attention 
mechanisms to facilitate better detection with low-resource languages such as Urdu with an accuracy of 0.95%.

Razi and Ejaz39proposed detection of cyberbullying in the multilingual mixed text of Urdu, Roman Urdu, 
and English using MBERT and MuRIL models fine-tuned for the detection purpose. They got an F1 score of 
0.92. While work has been done in multilingual hate speech detection, we show in this study, through an ablation 
study with MuRIL, how transfer learning is very effective, scoring 92%. To the best of our knowledge, Khan et al40. 
proposed a multi-class sentiment analysis model utilizing MBERT from the Urdu text, which previously reported 
an F1 score of 81.49%. Their research also showed that using BERT to improve text classification performance 
can have a high impact, especially on posts in resource-poor languages including the Urdu language as a result of 
having less labeled data for hate speech identification. They applied and experimented with spare ML, including 
the DL algorithms of RF with the binary relevance strategy, and attested that the F1 score discovered was 56.1%. 
This work underlines the important fact that Emotion classification in Low-resource languages is not an isolated 
task; it goes hand in hand with hate speech detection.

In the research done by Amjad et al41., the authors researched the effects of data augmentation in specific 
towards the voice recognition system. Although in their study, they mainly investigate Pakistani racial speaker 
recognition, some of the discovered concepts, such as data augmentation of limited datasets with techniques 
including pitch shifting and time stretching, could be potentially beneficial for optimizing hate speech detection 
models for Roman Urdu, knowing the fact that collection of large datasets labeled for this purpose often becomes 
an issue. Bade et.al42 proposed a model using Random forest with TF-IDF to classify hate speech in code-mixed 
Telugu language considering social media posts. The authors’ model had a macro F1 of 0.492, demonstrating that 
the language processing task is not a straightforward one as a result of code-mixed languages which is prevalent 
in the detected Roman Urdu hate speech.

Gandhi et al43. recently delivered a versatile review of the recently employed approaches for hate speech 
detection and remarked on the increasing application of Explainable AI in this problem. The review also found 
out that some of the transformer-based models for example BERT, and its variants have surpassed traditional 
ML models in the detection of hate speech not to mention the fact that these models have established new 
benchmarks, particularly in Roman Urdu which is a low resource language. In the context of the present paper, it 
is worth describing the multilingual framework for hate speech enhanced by, DL and and transformer models in 
13 languages to detect hate speech proposed by Hashmi et al44.. In developing the programmed study schedule, 
they obtained an F1 score of 0.95 for Roman Urdu which is higher than the previous studies. This research thus 
highlights the necessity of involving language-specific knowledge together with cross-lingual transfer for better 
hate speech classification across the multilingual setting.

In a recent study, Khan et al45. designed a model whereby they combined CNN with LSTM for sentiment 
analysis of Roman Urdu and English script. The same high accuracy was reached by the model, and the best 
results were obtained by developing SVM classifiers along with Word2Vec, a continuous bag of words (CBoW) 
which produced 0.904 of accuracy on the RUSA dataset. It emphasizes the use of the traditional classifiers of the 
ML family combined with deep learning for Roman Urdu text classification.

Akhter et al1. proposed a Roman Urdu dataset and an Urdu offensive dataset by gathering the comments 
on Youtube videos. Roman Urdu dataset comprised 147000 instances labeled with two classes offensive and 
non-offensive. To evaluate the corpus, the authors used word and character n-grams for feature extraction and 
applied many machine-learning classifiers to classify the comments. LogitBoost achieved the best F1 score of 
99.2% using character tri-gram features.

Ali et al22. developed an Urdu hate lexicon and used it to create an annotated dataset of 10526 Urdu tweets. 
Moreover, as a baseline study, the authors deployed multiple machine-learning approaches for hate speech 
identification. They also employ transfer learning to deal with pre-trained FastText Urdu word embeddings 
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and multi-lingual BERT embeddings. Finally, the authors show that using different variations of BERT, BERT, 
xlm-roberta, and distil-BERT achieved the highest F1 scores of 0.68, 0.68, and 0.69, respectively, on multi-class 
classification problems.

Table 1 presents the summary of various resources and methods developed for hate speech detection in 
different languages. However, we noted that no one explored the hybrid models comprising deep learning 
and machine learning models. Additionally, research on hate detection in the Roman Urdu language is rather 
scarce. To fill this gap, this research proposes a hybrid approach in which deep learning models are employed as 
automatic feature learners and machine learning algorithms for classification to detect hate speech from Roman 
Urdu text. Furthermore, hyperparameter optimization methods are explored to optimize the performance of 
classifiers.

Proposed hybrid model for roman urdu hate speech detection
In this study, we propose a hybrid model where “hybrid” refers to the integration of two distinct approaches: DL 
models CNN, LSTM, BiLSTM, GRU, and transformer model MBERT are utilized as automatic feature learners, 
and ML models are used for classification. The hybrid nature lies in leveraging the strengths of DL and transformer 
models in feature learning and the effectiveness of ML models in classification. This combination offers more 
robust performance for Roman Urdu HSD compared to using either approach in isolation. Previously, no such 
hybrid approach has been implemented to address the problem of HSD for Roman Urdu text.

Traditional hand-crafted feature extraction methods such as term frequency-inverse document frequency 
(TF-IDF) and a bag of words (BoW) are effectively utilized in many classification tasks and produce promising 
results. However, several drawbacks are associated with these methods such as manual extraction of these 
features, and time consumption. Similarly, these methods do not consider the semantic relationship between 
terms. To overcome these limitations, deep learning models and transformer model MBERT are used, which 
process the data automatically to extract important features and train the models effectively.

Year Article Language Corpus Best Method Best Results

2024 Nasir et al30. Roman Urdu 10,526 Tweets Logistic Regression Accuracy = 87% for offensive-hate task, 81% for neutral-
hostile task

2024 Maqbool et al31. Roman Urdu RUHSOLD++ Augmented (10,012 
Tweets) m-BERT + Augmentation Accuracy = 91.3%, F1 = 0.91 with 50% augmented data

2024 Malik et al32. Nastaliq Urdu HSTC Corpus Urdu-DistilBERT Accuracy = 86.58% for hate speech detection, 84.17% for 
target community

2024 Atif et al33. Roman Urdu Cyberbullying Dataset GRU Accuracy = 97%, F1 = 97% for cyberbullying detection

2024 Khan et al38. Urdu DUAL Dataset (12,000 Tweets) Random Forest, Bi-LSTM 
with Attention F1 = 0.96 (RF), Accuracy = 0.95 (Bi-LSTM with Attention)

2024 Ullah et al34. Roman Urdu and 
Telugu Code-mixed Social Media DistilBERT F1 = 0.6369

2024 Jahangir et al35. Roman Urdu Roman Urdu Social Media Posts SVM, Logistic Regression Accuracy = 92.86%

2024 Razi and Ejaz39 Urdu, Roman 
Urdu, and English Mixed-language Social Media m-BERT, MuRIL F1 = 0.92 (MuRIL)

2024 Khan et al40. Urdu Multilingual Sentiment Corpus m-BERT F1 = 81.49%

2024 Hashmi et al44. Roman Urdu Multilingual Corpus (13 Languages) ML, DL, and Transformers F1 = 0.95 for Roman Urdu

2024 Gandhi et al43. Roman Urdu Comprehensive Review Explainable AI and 
Transformers

BERT-based models outperform traditional ML in Roman 
Urdu hate speech detection

2024 Bade et al42. Telugu Code-mixed Telugu Social Media Random Forest, TF-IDF Macro F1 = 0.492

2024 Al Maruf et al37. Bengali Bengali Hate Speech Corpus Cross-lingual Transfer 
Learning Insights transferable to Roman Urdu

2023 Mehmood et 
al29. Roman Urdu RUHSOLD Passion-Net with Attention F1 score improvement by 8.7%, recall improvement by 

18.6%

2022 Khan et al45. Roman Urdu and 
English RUSA Dataset CNN-LSTM, SVM + 

Word2Vec CBOW Accuracy = 0.904 for Roman Urdu sentiment classification

2022 Ashraf et al46. Urdu Multi-label Emotion Classification 
Corpus

Random Forest, Binary 
Relevance F1 = 56.1%

2022 Amjad et al41. Roman Urdu Augmented Speaker Recognition 
Dataset Data Augmentation Insights transferable to hate speech detection

2022 Ali et al22. Urdu 10,526 Tweets Distil-Bert F1 = 0.69

2021 Khan et al36. Urdu Sentiment Corpus Logistic Regression F1 = 82.05%

2020 Rizwan et al23. Roman Urdu RUHSOLD (10,012 Tweets) BERT+CNN-gram Accuracy = 0.90, F1 score = 0.90 for Coarse-grained task 
Accuracy = 0.82, F1 score = 0.75 for Fine-grained task

2020 Akhter et al1. Roman Urdu and 
Urdu

Urdu Offensive (1,47,000 
Comments) Char tri-grams, LogitBoost F1 = 99.2% for Roman Urdu task

2019 Rizoiu et al27. English 16K Tweets and 22,304 Tweets BiLSTM F1 = 73.89%

2017 Malmasi et al24. English 14,509 Tweets Char 4-grams Accuracy = 78.0%

2016 Waseem et al9. English 16K Tweets Char n-grams F1 = 73.89%

Table 1. Summary of previous works on hate speech detection.

 

Scientific Reports |        (2024) 14:28590 5| https://doi.org/10.1038/s41598-024-79106-7

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Figure 1 shows the workflow of the adopted methodology. We employed four deep learning models including 
CNN, LSTM, BiLSTM, and GRU as automatic feature learners. Due to their inherent benefits in NLP applications, 
deep learning models are chosen for feature learning in our hate speech detection task. Deep learning has the 
potential to improve the detection of subtle patterns in hate speech since it can automatically learn pertinent 
features from raw text data, eliminating the need for extracting manual features. In addition, the analysis of 
textual hierarchical and sequential structures, such as words, phrases, and sentences, are frequently used in the 
process of detecting hate speech. Deep learning models are an appropriate option for such tasks because they 
are capable of capturing long-term dependencies and hierarchies, allowing for a deeper understanding of the 
context and meaning of the language used in hate speech. After that extracted features are passed to the machine 
learning algorithms such as SVM, RF, LR, and NB for hate speech categorization. To optimize the performance 
of machine learning algorithms we employed three hyperparameter optimization methods including GS, RS, 
and BOGP. These hyperparameter optimization approaches were chosen for their complementing strengths. 
Grid Search is more efficient for smaller parameter spaces, but Random Search is more efficient for bigger search 
spaces. When evaluating models is expensive or when dealing with noisy data, Bayesian Optimization comes 
in handy. We can efficiently explore the hyperparameter space and determine the ideal parameters that lead to 
enhanced performance of our hate speech detection models by combining these methods.

Dataset
For experiments, this study used two benchmark Roman Urdu hate speech corpora including HS-RU-20 
corpus8and RUHSOLD corpus23. Both corpora are separated into two different subtasks, as presented in Table 
2. HS-RU-20 corpus comprises 5000 labeled instances with unbalanced distribution over two distinct classes 
neutral and hostile containing 1430 and 3570 instances respectively in the neutral-hostile task. The 3570 
instances of the hostile class are further divided into two classes hate speech and offensive comprising 833 and 
2737 instances, respectively in the hate speech-offensive task. Similarly, the RUHSOLD corpus consists of 10012 
unbalanced annotated instances with two subtasks coarse-grained and fine-grained tasks. In the coarse-grained 
task, instances are distributed over two different classes normal and abusive/offensive comprising 5349 and 
4663 samples, respectively. The instances of the abusive/offensive class are further categorized into four different 
classes abusive, religious hate, sexism, and profane comprising 2402, 782, 839, and 640 instances, respectively 
in the fine-grained task. The normal class containing 5349 instances is also included in the fine-grained task.

Data preprocessing
The data of both corpora HS-RU-20 corpus and RUHSOLD corpus is a collection of raw tweets that contain 
multiple issues such as punctuation marks, extra spaces, hyperlinks, etc. So initially we clean the data using 
different preprocessing steps before the feature engineering process. Different data preprocessing steps are 
applied to both corpora. We removed all the punctuation marks (i.e. ? &,#,!) in data preprocessing. We used 
regular expressions (RE) and removed all uniform resource locators (URLs), extra spaces, and numeric values 
from the text because they do not provide any useful information for model training. All stopwords such as 
‘a’, ‘the’, ‘is’ are also removed from the text using regular expression. All the data is also converted to lowercase 
during preprocessing.

Fig. 1. Workflow diagram of the adopted methodology.
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Deep learning models
In this study, deep learning models are employed as automatic feature learners. Deep learning models process 
information analogous to the human brain47. Deep learning approaches achieved notable results in the different 
NLP tasks. Two primary steps are involved in deep learning models to perform a particular classification task. 
First, converting the raw text into embedding vectors, and second, building a model to perform classification. 
To address the task of hate speech detection in Roman Urdu, we utilized CNN, LSTM, BiLSTM, and GRU 
as automatic feature learners. These deep learning models were chosen primarily because of their abilities to 
capture local features through convolutional processes, represent temporal associations in sequential data, and 
process information in both directions to capture both past and future contexts. Our proposed hybrid approach, 
by employing these deep learning models, is better able to extract and represent complex linguistic patterns, 
which enhances the performance of hate speech detection in Roman Urdu. The detail of each deep learning 
model is discussed in the subsections below:

CNN is a popular feed-forward approach that processes information only in the forward direction48. In recent 
years, CNN has achieved promising results in various classification-related tasks. It attracts the broad attention of 
researchers because of its good feature learning and classification capability49. CNN architecture comprises three 
primary layers: convolutional layer, pooling layer, and fully connected layer. The input is provided in the form 
of embeddings to the convolutional layer. The convolutional layer extracts the output of neurons by applying 
a convolutional operation to the input through filters. Each convolutional layer is followed by a pooling layer 
which reduces computational complexity, performs down-sampling along with dimensionality, and decreases 
the number of parameters without loss of important data. Finally, the fully connected layer generates class scores 
or feature maps, and then a layer with softmax activation is applied for classification.

LSTM50is a specific type of recurrent neural network (RNN) model. RNN architecture differs from CNN 
because it is capable of keeping previous contextual information in memory and applying it to current information 
for learning sequences. RNN model learns only a limited range of context, this problem is often referred to as 
the vanishing gradient problem. To address the limitations of RNN, the LSTM model is proposed, which is 
capable of learning long-term dependencies51. LSTM architecture comprises a cell state (to store memory) and 
three gates, i.e. input gate, forget gate, and output gate. The input gate decides which information to pass into the 
memory block at the current time step. The forget gate decides which information is to keep and reset from the 
memory cell, and the output gate manages the flow of output in the next hidden states.

BiLSTM52 adopts the concept of the LSTM model with some enhancements in learning strategy. LSTM 
model learns the temporal sequences and long-pattern dependencies perfectly but fails to understand the 
complete sentence structure. The LSTM model considered only preceding information during learning, whereas 
the bidirectional LSTM learns sequences from both directions. The bidirectional LSTM model comprises two 
separate hidden layers connected to a single output. The working of the first hidden layer is similar to the LSTM 
model, whereas the second layer, learns the sequence in a backward direction. BiLSTM combined the outputs of 
both layers, which increases the contextual information to produce better results.

GRU53 is also a well-known variation of the RNN model and achieves notable performance in sequence 
learning problems. GRU model is similar to the LSTM and is designed to address the problem of vanishing and 
exploiting gradient. Complexity and computing speeds are the major limitations of LSTM and bidirectional 
LSTM models. GRU overcomes these limitations by reducing the gates to two i.e. update gate and reset gate. The 
update gate is responsible for deciding how much preceding information is retained and to be passed to the next 
time steps. The forget gate decides how often previous information to be forgotten.

MBERT is a pre-trained transformer model designed to handle multiple languages by leveraging a shared 
vocabulary and a common architecture across languages. It is trained on the concatenation of texts from 104 
languages without explicit cross-lingual alignment, making it highly effective for tasks like multilingual text 
classification, translation, and sentiment analysis. MBERT encodes text from different languages into a shared 
embedding space, allowing it to generalize across languages for tasks such as hate speech detection, even in 

 HS-RU-20 Corpus

Neutral-Hostile Task Hate Speech-Offensive Task

Classes No. of Instances Classes No. of Instances

Neutral 1430 Hate Speech 833

Hostile 3570 Offensive 2737

Total 5000 Total 3570

RUHSOLD 
Corpus

Coarse-grained Task Fine-grained Task

Classes No. of Instances Classes No. of Instances

Normal 5349 Normal 5349

Abusive/Offensive 4663 Abusive/Offensive 2402

Religious Hate 782

Sexism 839

Profane/Untargeted 640

Total 10,012 Total 10,012

Table 2. Details of HS-RU-20 and RUHSOLD corpora for hate speech detection.
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resource-limited settings. This makes it ideal for multilingual NLP applications without requiring language-
specific fine-tuning.

Machine learning algorithms
For classification, we freeze the last layer, i.e. a softmax layer of deep learning models, and use the ML algorithms. 
In this study, we used four machine learning algorithms including RF, SVM, NB, and LR to detect hate speech 
in Roman Urdu.

Hyperparameter optimization methods
Hyperparameters are machine learning model parameters that are set before the training process. In contrast to 
model parameters, which are learned from training data, hyperparameters are set by the model developer and 
stay constant during the training process. These hyperparameters affect the learning algorithm’s behavior and 
can have a substantial influence on the model’s performance and generalization capabilities. In general, building 
an efficient machine learning model is a complicated and time-consuming procedure that entails selecting a 
suitable algorithm and improving the system model by optimizing its hyperparameters. The importance of 
tuning these hyperparameters originates from their large effect on the machine learning model’s performance. 
Tuning these parameters can have a significant influence on the model’s capacity to generalize and distinguish 
between different types of hate speech. For instance, In the RF algorithm, the desired count of estimators and 
the highest depth of trees for the analysis, influence the model’s complexity and overfitting potential. The kernel 
and regularization parameter (C) used in SVM can have a significant influence on the decision boundary and 
classification accuracy.

We selected to tune these hyperparameters particularly because they are essential components that affect 
the behavior and adaptability of machine learning algorithms in hate speech detection. We can find the optimal 
settings that optimize the performance of our models on the Roman Urdu hate speech data by fine-tuning 
these parameters. To optimize the performance of each machine learning algorithm, we employed three 
hyperparameter optimization methods including GS, RS, and BOGP. Although there are a number of additional 
hyperparameter optimization techniques, we chose these three because of their reliable performance in various 
circumstances. Every approach presents a different trade-off between effectiveness and performance, which 
qualifies them as suitable options for our hate speech detection task. These techniques are also frequently utilized 
in the literature and have succeeded in a number of ML applications. Muslim et al54. used the GS method with 
an SVM classifier for product review sentiment classification and improved the accuracy. Omotehinwa et al55. 
optimized the performance of RF and XGBoost using the GS method for spam email classification. Alzanin 
et al56. used a random search method to improve the performance of different machine learning algorithms 
in Arabic text classification. Valarmathi et al57. applied various HOP methods including RS, and GS for heart 
disease prediction and obtained outstanding results. We ensure a rigorous and thorough search for the optimum 
hyperparameter configurations, resulting in more accurate and higher performance in our hate speech detection 
models, by employing a broad range of hyperparameter optimization strategies.

GS58 is a brute-force method that requires comprehensive searching for a predefined set of parametric values 
from configuration space. It is an exhaustive search that assesses all possible combinations of hyperparameters 
by performing a Cartesian product of a user-defined set of parametric values. GS can be efficiently executed 
and parallelized. However, a major drawback associated with GS is its high-dimensional configuration space for 
searching hyperparameter values. The count of evaluations rises exponentially as the count of hyperparameters 
increases. This method performs well with a small configuration space of hyperparameters.

RS59 method was developed to address the issues associated with GS. The working process of RS is very 
similar to GS, but it chooses the pre-defined hyperparameter values randomly from configuration space within 
upper and lower bounds. This method is efficient and has the ability to search from large configurations or search 
spaces. The major benefit of RS is that it can be efficiently parallelized because every evaluation is independent. 
RS randomly chooses the fixed count of parametric values combination from search space which leads to 
enhancing the performance by minimizing the time complexity. The major disadvantage of GS and RS is that 
these are time-consuming methods because each evaluation is separate from prior evaluations.

BO60is the most widely used hyperparameter optimization method which works in an iterative manner. 
Unlike earlier discussed methods, BO uses the previously achieved results to find future evaluation points. BO 
comprises two essential elements, a surrogate method, and an acquisition method. The main aim of the surrogate 
method is to fit each experimental point into the objective method. In BO, the Gaussian process61 is a traditional 
surrogate method used to perform the objective function modeling.

In terms of contribution to the body of knowledge, the discussion around hyperparameter optimization 
highlights the uniqueness and importance of our study. While previous research has focused on hate speech 
recognition, little attention has been paid to the unique issues associated with the Roman Urdu language. We 
emphasize the need to customize hate speech detection models to the specific linguistic characteristics of Roman 
Urdu by thoroughly exploring and tuning hyperparameters using GS, RS, and BOGP. Our comprehensive 
evaluation of hyperparameter configurations is critical in improving the accuracy and generalization capabilities 
of hate speech detection in Roman Urdu. Furthermore, comparing numerous hyperparameter optimization 
approaches sheds light on the efficiency and usefulness of various optimization strategies, incorporating to 
improved understanding of optimizing machine learning algorithms for categorizing hate speech. The thorough 
investigation and novel utilization of hyperparameter optimization in the context of Roman Urdu hate speech 
detection distinguishes our work as a valuable and distinct contribution to the current body of knowledge in 
NLP.
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Model evaluation
To evaluate the performance of proposed hybrid models on Roman Urdu corpora, we employed four evaluation 
measures accuracy, precision, recall, and F1 score. Several studies have used these evaluation metrics to evaluate 
the performance of models for Roman Urdu HSD8,23,27,31,33. The following formulas are used for the evaluation 
metrics

 
Accuracy(Acc) =Count of Correctly Predicted Examples

Total Count of Examples
 (1)

 
P recision(P ) = T P

T P + F P
 (2)

 
Recall(R) = T P

T P + F N
 (3)

 
F1score =2 × P × R

P + R
 (4)

where true positive (TP) symbolizes the proportion of correctly categorized positive examples; false positive 
(FP) indicates the number of negative examples incorrectly categorized as positive examples; true negative (TN) 
denotes the proportion of correctly categorized negative examples, and false negative (FN) denotes the number 
of positive examples incorrectly categorized as negative examples.

Experimental results
Word embeddings
The occurrence of words and characters in a corpus represents the crude features. Each word is recognized as a 
separate feature and the system seeks to initiate learning vector representations in a particular context. There are 
various methods to represent these features, but the most common methods are one-hot vector representation, 
and word embeddings (dense vector representation). We used the word embeddings method that is most 
extensively used in text classification tasks62. Word embeddings provide a similar representation vector of each 
word, which reduces the size of vocabulary without losing important information. In this study, we used global 
vector (GloVe)63 word embedding for vector representation which is based on an unsupervised global learning 
model. It creates data of the co-occurred words in matrix form and for each word, context words are searched 
in corpora within a specific window size. This procedure creates linear substructures of vectors that are referred 
to as word embedding. To perform experiments we used 100-dimensional pre-trained GloVe word embedding 
comprising 27 billion tokens and 1.2 million unique words. Other types of word embeddings, such as FastText, 
Word2Vec, and BERT-based embeddings, are also available. Each embedding approach has distinct advantages 
that might be advantageous based on the goal and corpus characteristics. However, we selected Glove since it is 
the most commonly utilized in many NLP tasks. The pre-trained GloVe embeddings were originally trained on 
English text. However, Roman Urdu shares significant lexical overlap with English due to the use of the Roman 
alphabet, and many Roman Urdu terms are either directly borrowed from English or transliterated. This overlap 
allows English-trained embeddings like GloVe to capture relevant features from Roman Urdu text.

For the transformer model, MBERT converts text into embeddings through a process of tokenization and 
contextualized encoding. First, it tokenizes the input text into subword units using WordPiece, which handles 
diverse language scripts. The tokens are then fed into the transformer layers of MBERT, where each token is 
represented as a dense vector (embedding) based on its context within the sentence. This contextualized 
representation captures the meaning of the word in relation to the surrounding words, generating embeddings 
that are useful for downstream tasks like multilingual hate speech detection.

Hyperparameter tuning
Hyperparameter tuning is a fundamental process of determining the combination of optimal values during 
model training. These optimal sets of parameters help to improve the model’s performance. In this study, we 
randomly tested different parameter values during initializing, compiling, and training the model, as presented 
in Table 3. Regarding the number of hidden layers, we tested 1,2, and 3 hidden layers for all models and identified 
that the 3-layer CNN model and 1-layer LSTM, BiLSTM, and GRU models are more effective. Hidden layers are 
critical elements of deep learning models since they are responsible for learning and demonstrating complicated 
patterns in data. In the CNN model, we used a 1_D convolutional layer with a filter size of 2 to extract the features. 
We tried different hidden units such as 64, 128, and 256, and observed that 64 units are more suitable during 
training in all models. We applied different activation functions such as ReLu and RMSprob and observed that 
ReLu produced better results. Non-linearity is introduced into neural networks through activation functions, 
allowing them to learn and approximate complicated correlations in data. Dropout layers avoid overfitting by 
eliminating a subset of neurons at random during learning. We experimented with dropout rates of 0.1, 0.2, and 
0.3. A dropout rate of 0.2 was determined to be the most effective in limiting overfitting while not lowering the 
model’s ability to learn significant patterns. Dropout rates of 0.1 resulted in less regularization, which might lead 
to overfitting, whereas rates of 0.3 were too high and limited the model’s capacity to learn effectively from the 
data. All models are trained with 10 epochs with a batch size of 64.

For MBERT, we utilized the bert-base-multilingual-cased version of Multilingual BERT (mBERT). Key 
parameters include setting the maximum token length to 128, which ensures that all input text is either truncated 
or padded to a fixed length for consistency during processing. The embeddings were extracted from the last 
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hidden layer of MBERT, and we averaged these contextualized representations to obtain a dense vector for each 
text. Truncation and padding were enabled to efficiently manage variable-length input sequences, ensuring that 
MBERT could process multilingual data for tasks like HSD.

Ablation study
In this section, we attempt to conduct a more sensitive ablation study of the choice of hyperparameter and 
model components for hybrid models. This will help in isolating the effect of individual hyperparameters on the 
final accuracy and F1 score by tuning one parameter at a time while the other parameters remain constant. We 
applied different numbers of hidden layers 1, 2, and 3 for all models. It turned out that in the case of the CNN 
model, the application of three hidden layers allowed us to improve performance by up to 2% according to the 
F1 score in comparison with a model with just one layer. In the case of LSTM, BiLSTM, and GRU, on the other 
hand, the best performance was provided by a model architecture with one layer, since overfitting occurred when 
additional layers were added, especially in the case of smaller datasets like HS-RU-20.

Dropout is essential to prevent overfitting. We chose the dropout rates 0.1, 0.2, and 0.3. Indeed, the ablation 
study showed that a dropout rate of 0.2 consistently yielded the best balance between regularization and model 
learning capacity. When setting the dropout rate to higher values (0.3), it resulted in 5% worse F1 scores, as this 
already too-strong regularization hindered the model from learning important patterns in the data. While a 
dropout of 0.1 resulted in overfitting, specifically of the RUHSOLD dataset, it turned out to be too low to apply 
effective regularization.

In the experiments, we also used 64, 128, and 256 hidden units across all the models. Similar to most models, 
the best value is 128 hidden units for both LSTM and GRU. However, their increase to 256 did not bring 
significant improvements but introduced more complexity, which manifested in longer training time without 
substantial performance gain.

We compare two optimizers: Adam and RMSprop. For all models, the Adam optimizer behaves consistently 
better than RMSprop by 3% in terms of F1 score on average. We believe this must be due to its adaptive learning 
rate, thus enabling it to converge faster and perform better when using the LSTM-based model due to its faster 
convergence along with better generalization.

The configuration space of hyperparameters for machine learning algorithms is presented in Table 4. The 
hyperparameter optimization methods GS, RS, and BOGP select the best parameter values from the configuration 
space during model training. The effect of the best combination of parameter values corresponding to each 
machine learning algorithm’s performance is discussed in the results section.

Evaluation methodology
The problem of hate speech detection from Roman Urdu is treated as a text classification task under a 
supervised learning methodology. In the HS-RU-20 corpus, the hate speech detection task is processed as a 
binary classification problem in both subtasks (i.e. Neutral-Hostile and Hate Speech-Offensive tasks). In the 
RUHSOLD corpus, the coarse-grained task is classified into two classes (Normal and Abusive) and treated as a 
binary classification problem, whereas the fine grained-task processed as a multi-class classification problem and 
classified into five classes (Abusive, Normal, Religious Hate, Sexism, Profane).

We performed all the experiments in Python 3.9.13 with multiple libraries including Scikit-learn and Keras 
backend TensorFlow. For performance assessment, we used the train-test split approach with a ratio of 80% of 
data used for training and 20% for testing. We used 10% of training data for validation in deep learning models.

Model Parameters Parameter values tested Best selected parameter

CNN

Hidden layers 1, 2, 3 3

Hidden units 64, 128, 256 64

Activation function ReLu, tanh, softmax ReLu

Dropout 0.1, 0.2, 0.3 0.2

LSTM

Hidden layers 1, 2, 3 1

Hidden units 64, 128, 256 128

Activation function ReLu, tanh, softmax ReLu

Dropout 0.1, 0.2, 0.3 0.2

BiLSTM

Hidden layers 1, 2, 3 1

Hidden units 64, 128, 256 128

Activation function ReLu, tanh, softmax ReLu

Dropout 0.1, 0.2, 0.3 0.2

GRU

Hidden layers 1, 2, 3 1

Hidden units 64, 128, 256 128

Activation function ReLu, tanh, softmax ReLu

Dropout 0.1, 0.2, 0.3 0.2

Table 3. Parameter settings of deep learning models.
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Results and analysis
The results obtained from the hybrid models using various hyperparameter optimization methods (HPOMs) on 
the HS-RU-20 and RUSHOLD corpus reveal insightful trends across multiple ML algorithms. First, the achieved 
results using deep learning and transformer models as feature learners with machine learning algorithms as 
classifiers using default parameters are discussed. Later, the performance of hyperparameter optimization 
methods is examined on each corpus.

Results obtained using HS-RU-20 corpus
The primary focus of the analysis using the HS-RU-20 corpus is on two main tasks: Neutral-Hostile Task and 
Hate Speech-Offensive Task. These two tasks are evaluated across different feature extraction models such as 
MBERT, CNN, LSTM, BiLSTM, and GRU, paired with various MLAs such as SVM, RF, LR, and NB.

Table 5 presents the results of hybrid models with default parameters of machine learning algorithms on the 
HS-RU-20 hate speech corpus. Regarding the neutral-hostile task, the overall results indicate that the LSTM 
feature learner with the SVM algorithm obtained the highest performance with 0.88 accuracy and 0.90 F1 scores. 
The GRU feature learner with NB gives the lowest performance and has a 0.79 score each for accuracy and an F1 
score. Regarding the hate speech-offensive task, the feature learner LSTM model and SVM algorithm produced 
the highest results with 0.86 accuracy and 0.82 F1 scores.

Figure 2 presents the results of hybrid models with default parameters of machine learning algorithms on 
the HS-RU-20 hate speech corpus. Regarding the neutral-hostile task, the overall results indicate that the deep 
learning model LSTM feature learner with the SVM algorithm obtained the highest performance with 0.88 
accuracy and 0.90 F1 scores. However, when using the transformer model MBERT feature learner combined 

Features

Neutral-Hostile Task Hate Speech-Offensive Task

Model Accuracy Precision Recall F1 score Accuracy Precision Recall F1 score

CNN

SVM 0.85 0.85 0.86 0.85 0.84 0.81 0.83 0.80

RF 0.83 0.82 0.84 0.83 0.83 0.81 0.82 0.81

LR 0.85 0.84 0.85 0.85 0.81 0.80 0.82 0.81

NB 0.82 0.83 0.83 0.82 0.80 0.78 0.79 0.80

LSTM

SVM 0.88 0.83 0.85 0.90 0.86 0.83 0.84 0.82

RF 0.86 0.80 0.83 0.89 0.84 0.81 0.83 0.81

LR 0.87 0.80 0.84 0.87 0.83 0.79 0.81 0.81

NB 0.85 0.81 0.84 0.86 0.83 0.80 0.80 0.80

BiLSTM

SVM 0.87 0.86 0.85 0.85 0.85 0.81 0.81 0.81

RF 0.85 0.84 0.86 0.84 0.83 0.81 0.82 0.79

LR 0.81 0.82 0.84 0.83 0.83 0.80 0.80 0.80

NB 0.84 0.80 0.83 0.82 0.81 0.80 0.81 0.81

GRU

SVM 0.82 0.80 0.82 0.81 0.81 0.77 0.79 0.79

RF 0.80 0.79 0.79 0.79 0.77 0.78 0.78 0.78

LR 0.81 0.81 0.80 0.80 0.79 0.80 0.77 0.80

NB 0.79 0.76 0.81 0.79 0.78 0.78 0.79 0.78

Table 5. Results obtained using hybrid models with default parameters on HS-RU-20 corpus. Bold values 
shows the best scores for each evaluation metric.

 

Machine learning algorithm Parameters Parameter values

 Random forest

n_estimators sp_randint(10,100)

max_features sp_randint(1,64)

max_depth sp_randint(5,50)

min_samples_leaf sp_randint(1,11)

min_samples_split sp_randint(2,11)

criterion [’gini’,’entropy’]

Logistic regression

penalty [’l1’,’l2’]

C np.logspace(-3,3,7)

solver [’newton-cg’, ’lbfgs’, ’liblinear’]

Support vector machine
’C’ [1,10, 100]

kernel [’linear’,’poly’,’rbf ’,’sigmoid’]

Naive Bayes ’alpha’ [0.01, 0.1, 0.5, 1.0, 10.0]

Table 4. Hyperparameters for machine learning algorithms.
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with SVM, the performance reaches 0.89 accuracy and an F1 score of 0.91, indicating that MBERT slightly 
outperforms LSTM in this task. The GRU feature learner with NB gives the lowest performance and has a 0.79 
score each for accuracy and an F1 score. For the Hate Speech-Offensive task, the MBERT-SVM hybrid model 
achieves the highest performance, with an accuracy of 0.87 and an F1 score of 0.83, closely followed by the 
LSTM-SVM combination with an accuracy of 0.86 and an F1 score of 0.82.

From the results, a significant finding is that the SVM algorithm consistently achieves better results than 
other machine learning algorithms for both sub-tasks, regardless of the feature extraction model. In particular, 
MBERT-SVM and LSTM-SVM are highly effective in categorizing neutral-hostile and hate speech-offensive 
content in Roman Urdu text. MBERT’s strength in feature extraction is likely due to its ability to leverage pre-
trained multilingual embeddings that capture deeper semantics across multiple languages, including Roman 
Urdu. This makes MBERT an ideal candidate for hate speech detection in resource-scarce languages. Also, it 
indicates that SVM is especially effective in categorizing neutral-hostile and distinguishing between hate speech 
and offensive content in Roman Urdu text. The SVM is better than other classifiers at finding hate speech because 
it can work well with both small and large datasets. In hate speech detection, text data usually has many different 
features. The formulation of SVM enables it to find the best line that separates different categories of hate speech 
in a very effective way.

Additionally, the deep learning-based LSTM feature learner performs significantly better than other feature 
learners like CNN, BiLSTM, and GRU. The LSTM feature learner is highly adapted to understanding the context 
of Roman Urdu hate speech since it has the capability to capture long-term relationships in sequences. The 
importance of utilizing these feature learners for identifying hate speech is highlighted by the development of 
deep learning methodologies, in particular LSTM.

Overall, findings highlight that LSTM-based feature learners and SVM classifiers can potentially be combined 
to provide the most significant performance for hate speech detection in Roman Urdu. One of the reasons for 
their effectiveness in this endeavor is largely due to the LSTM model’s ability to learn complicated patterns and 
the SVM algorithm’s proficiency with high-dimensional data. These results highlight the usefulness of the hybrid 
approach that has been put out and demonstrate its capacity to handle problems with detecting hate speech in 
Roman Urdu on social media platforms.

Results also show that against every automatic feature learner, the SVM machine learning algorithm produced 
the best results for both sub-tasks. The overall performance of the models indicates that LSTM-based features 
when used with SVM obtain the best performance.

The results of the proposed hybrid models, which utilize optimization methods for both the Neutral-Hostile 
Task and the Hate Speech-Offensive Task on the HS-RU-20 corpus, are presented in Table 6. Figures 3 and 4, 
respectively, illustrate the performance of models for both datasets. For the Neutral-Hostile Task, the best results 
were obtained using MBERT as the feature learner and SVM as the classifier, optimized with RS, achieving 
an accuracy of 0.93 and an F1 score of 0.95, outperforming all other models. Similarly, for the Hate Speech-
Offensive Task, MBERT-SVM with RS optimization also obtained state-of-the-art results with an accuracy of 
0.89 and an F1 score of 0.88.

Compared to other optimization methods, RS consistently outperformed GS and BOGP, particularly when 
applied to the MBERT-SVM hybrid model. RS’s ability to efficiently explore the hyperparameter space by 
randomly sampling from predefined ranges allowed it to uncover optimal hyperparameter combinations that 

Fig. 2. Results obtained using hybrid models with default parameters on HS-RU-20 corpus.
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Features

Neutral-Hostile Task Hate Speech-Offensive Task

Model HPO Accuracy Precision Recall F1 score Accuracy Precision Recall F1 score

CNN

SVM

GS 0.85 0.85 0.87 0.86 0.84 0.82 0.83 0.80

RS 0.87 0.86 0.87 0.89 0.86 0.82 0.84 0.81

BOGP 0.85 0.85 0.85 0.87 0.85 0.83 0.84 0.81

RF

GS 0.83 0.84 0.84 0.84 0.83 0.81 0.84 0.81

RS 0.84 0.82 0.82 0.85 0.84 0.82 0.83 0.83

BOGP 0.84 0.83 0.83 0.84 0.83 0.82 0.85 0.81

LR

GS 0.85 0.85 0.87 0.86 0.81 0.81 0.82 0.83

RS 0.86 0.86 0.86 0.87 0.83 0.81 0.80 0.85

BOGP 0.85 0.85 0.86 0.85 0.82 0.81 0.83 0.84

NB

GS 0.82 0.83 0.84 0.83 0.80 0.80 0.81 0.81

RS 0.83 0.84 0.85 0.84 0.81 0.79 0.81 0.82

BOGP 0.82 0.83 0.83 0.83 0.81 0.78 0.80 0.80

LSTM

SVM

GS 0.88 0.85 0.86 0.91 0.86 0.84 0.84 0.86

RS 0.90 0.85 0.87 0.93 0.87 0.84 0.86 0.86

BOGP 0.89 0.83 0.86 0.91 0.87 0.83 0.85 0.85

RF

GS 0.86 0.81 0.83 0.88 0.85 0.83 0.85 0.84

RS 0.87 0.81 0.81 0.89 0.86 0.82 0.84 0.85

BOGP 0.86 0.82 0.84 0.88 0.86 0.81 0.85 0.84

LR

GS 0.87 0.81 0.84 0.88 0.84 0.80 0.83 0.81

RS 0.88 0.82 0.86 0.89 0.85 0.80 0.82 0.83

BOGP 0.87 0.82 0.83 0.87 0.84 0.81 0.82 0.82

NB

GS 0.85 0.82 0.84 0.86 0.83 0.81 0.82 0.81

RS 0.86 0.81 0.83 0.87 0.83 0.82 0.83 0.82

BOGP 0.85 0.82 0.83 0.86 0.83 0.81 0.82 0.81

BiLSTM

SVM

GS 0.87 0.86 0.87 0.85 0.86 0.80 0.82 0.82

RS 0.87 0.85 0.88 0.86 0.87 0.83 0.85 0.83

BOGP 0.87 0.85 0.86 0.85 0.86 0.82 0.82 0.82

RF

GS 0.85 0.86 0.86 0.84 0.83 0.83 0.85 0.81

RS 0.86 0.85 0.87 0.85 0.84 0.81 0.84 0.82

BOGP 0.85 0.83 0.85 0.85 0.84 0.83 0.83 0.81

LR

GS 0.82 0.83 0.83 0.83 0.83 0.81 0.81 0.82

RS 0.83 0.84 0.85 0.85 0.83 0.80 0.80 0.83

BOGP 0.83 0.84 0.84 0.83 0.83 0.82 0.82 0.82

NB

GS 0.84 0.81 0.82 0.82 0.81 0.83 0.81 0.81

RS 0.84 0.83 0.84 0.83 0.82 0.82 0.84 0.82

BOGP 0.85 0.82 0.83 0.82 0.81 0.81 0.85 0.81

GRU

SVM

GS 0.82 0.82 0.85 0.81 0.81 0.78 0.79 0.79

RS 0.82 0.84 0.82 0.82 0.82 0.79 0.81 0.80

BOGP 0.82 0.81 0.83 0.81 0.81 0.78 0.82 0.79

RF

GS 0.80 0.79 0.80 0.79 0.77 0.79 0.78 0.78

RS 0.81 0.79 0.81 0.80 0.77 0.79 0.80 0.79

BOGP 0.80 0.79 0.79 0.79 0.78 0.78 0.79 0.78

LR

GS 0.81 0.82 0.80 0.80 0.79 0.82 0.79 0.80

RS 0.82 0.82 0.83 0.81 0.80 0.81 0.82 0.81

BOGP 0.82 0.80 0.81 0.80 0.79 0.82 0.78 0.80

NB

GS 0.79 0.77 0.79 0.79 0.78 0.80 0.82 0.78

RS 0.80 0.78 0.79 0.80 0.79 0.78 0.80 0.79

BOGP 0.79 0.77 0.78 0.79 0.78 0.79 0.80 0.78

CV (Baseline)8 LR - 0.84 0.84 0.97 0.90 0.84 0.69 0.82 0.75

Table 6. Results obtained using hybrid models with parameter optimization on HS-RU-20 corpus. Bold values 
shows the best scores for each evaluation metric.
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led to better model performance. This suggests that RS is more suitable for complex feature learners like MBERT 
and LSTM.

For the neutral-hostile task, the obtained performance of models shows that the LSTM model produces the 
best results when used with the SVM classifier. Using the RS hyperparameter optimization, its performance 

Fig. 4. Performance of hybrid models on Hate Speech-Offensive Task with HPO (HS-RU-20 Corpus).

 

Fig. 3. Performance of hybrid models on Neutral-Hostile Task with HPO (HS-RU-20 corpus).
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is increased and it achieves the highest results with a 0.90 accuracy and a 0.93 F1 score. Similarly, for the hate 
speech-offensive task, the proposed approach shows the best results with LSTM and SVM and obtained state-of-
the-art results with a 0.87 accuracy score and a 0.87 F1 score using RS optimization.

The overall results indicate that our experiments demonstrate the value of using various optimization 
techniques to improve the performance of machine learning algorithms. Notably, the performance of the SVM 
combined with the LSTM feature learner is greatly improved by the RS optimization method, demonstrating 
its remarkable significance. A more thorough investigation of the hyperparameter space is possible due to RS’s 
capacity to randomly sample hyperparameters from predetermined ranges. Compared to the standard grid 
search optimization method, this random sampling method may uncover better hyperparameter combinations 
that result in enhanced model performance.

Regarding the performance of optimization methods in our study, the RS method consistently outperforms 
GS and BOGP, despite the fact that both of them show improvements over default parameter values. Since RS 
can efficiently explore the hyperparameter space and produce competitive results with fewer iterations than GS 
and BOGP, the RS technique is a viable alternative for hyperparameter optimization in the detection of hate 
speech.

The proposed hybrid model, along with hyperparameter optimization (HPO) methods, indicates excellent 
performance compared to previous literature results on the RU-HS-20 corpus8. The results obtained from our 
proposed model with HPO outperformed the baseline results and obtained state-of-the-art results for both sub-
tasks. For the Neutral-Hostile Task, the baseline results achieved 0.84 accuracy and an F1 score of 0.90 using a 
count vectorizer with an LR classifier. In contrast, our hybrid model with MBERT-SVM and RS optimization 
achieved 0.93 accuracy and an F1 score of 0.95, clearly demonstrating the benefit of using advanced feature 
learners and optimization techniques.

For the Hate Speech-Offensive Task, the baseline reported 0.84 accuracy and an F1 score of 0.75, whereas our 
MBERT-SVM hybrid model achieved 0.89 accuracy and an F1 score of 0.88 after RS optimization. These results 
underscore the effectiveness of deep learning-based feature extraction over traditional methods such as the count 
vectorizer. The results reveal that MBERT as a feature learner, when combined with SVM and optimized with 
RS, consistently outperforms other models. The MBERT model’s ability to capture rich multilingual embeddings 
plays a crucial role in enhancing feature extraction for Roman Urdu, which lacks standardized grammar and 
spelling. This highlights the advantage of using pre-trained transformer models for hate speech detection in 
resource-scarce languages.

Additionally, the use of HPOMs improved the performance of the machine learning classifiers. By choosing 
the optimal hyperparameters from the configuration space, the RS approach significantly increased overall 
performance. Notably, state-of-the-art results were obtained employing the MBERT feature learner with SVM 
classifier and RS optimization. Similarly, our proposed HPOMs surpassed the baseline results for the hate speech 
offense task. We found that HPOMs showed higher abilities to enhance the performance of machine learning 
classifiers in both sub-tasks of the HS-RU-20 corpus.

These results highlight the significance of the proposed hybrid approach for detecting hate speech. The classic 
count vectorizer, which depends on word frequency information, cannot match the capabilities of the MBERT 
feature learner to automatically learn the proper features from the text input. Furthermore, a hybrid approach, 
combining deep learning with traditional machine learning methods, improves the discrimination of hate 
speech by providing a more comprehensive representation of the data.

Additionally, the optimization techniques, particularly the randomized search (RS) method, play a significant 
role in optimizing the machine learning algorithms. The RS method’s capacity to effectively investigate various 
hyperparameter combinations enables the identification of optimal settings, improving model performance.

In conclusion, this research introduces an innovative and efficient method for detecting hate speech in Roman 
Urdu text, surpassing other approaches in the literature. On the HS-RU-20 corpus, state-of-the-art results are 
obtained by combining MBERT feature learner, SVM classifier, and hyperparameter optimization through RS.

Results obtained using RUSHOLD corpus
In this work, we expanded the use of the proposed hybrid model and HPO methods to the RUHSOLD hate 
speech corpus, which is divided into two distinct tasks: coarse-grained (comprising two classes) and fine-grained 
(containing five classes). The main reason for using two different datasets for experiments is just the validation 
of the proposed methods. The results presented in Table 7 indicate the significance of the proposed approach in 
hate speech detection on the RUHSOLD corpus.

The results presented in Fig.  5 indicate the significance of our approach in hate speech detection on the 
RUHSOLD corpus. For the Coarse-grained Task, the results reveal that the transformer model MBERT feature 
learner combined with the SVM algorithm produced the highest performance, achieving an accuracy of 0.91 
and an F1 score of 0.89. This performance is higher than the top-performing DL-based CNN-SVM combination, 
which achieved an accuracy of 0.90 and an F1 score of 0.89. This indicates that MBERT’s capacity to capture rich 
contextual information from Roman Urdu text allows for more accurate coarse-grained classification compared 
to CNN.

For the Fine-grained Task, MBERT-SVM also outperformed all other models, achieving an accuracy of 0.82 
and an F1 score of 0.79. This is again higher than the CNN-SVM combination, which reached an accuracy of 
0.82 and F1 score of 0.79. MBERT’s deep semantic understanding of Roman Urdu proves highly effective in 
distinguishing between more nuanced categories of hate speech in this fine-grained task. In contrast, the GRU 
feature learner paired with NB produced the lowest performance for both tasks, with an accuracy of 0.83 and 
an F1 score of 0.83 for the Coarse-grained Task, and an accuracy of 0.81 with an F1 score of 0.78 for the Fine-
grained Task. This demonstrates the limitations of GRU in feature extraction for Roman Urdu compared to other 
models like CNN and MBERT.
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Experimental results on the RUHSOLD corpus clearly show that the transformer model MBERT feature 
learner, when combined with SVM, delivers the best performance for both Coarse-grained and Fine-grained 
tasks. MBERT’s ability to capture multilingual representations proves particularly advantageous in Roman Urdu 
hate speech detection, surpassing even deep learning models, which had previously performed well in this 
domain.

A notable observation is that while deep learning CNN-SVM combinations perform well, the transformer-
based MBERT-SVM combination further enhances classification accuracy due to MBERT’s advanced feature 
extraction capabilities. MBERT captures deeper semantic and contextual information from Roman Urdu text, 
which is crucial for distinguishing between subtle variations in hate speech categories, especially in the fine-
grained task.

Table 8 results of proposed Hybrid models with HPOMs on RUHSOLD corpus. Each ML algorithm’s 
performance was further enhanced by the use of three HPO techniques. The results of proposed models with 
HPOMs on RUHSOLD corpus to optimize the performance of machine learning algorithms for Coarse-grained 

Fig. 5. Results obtained using hybrid models with default parameters on RUHSOLD corpus.

 

Coarse-grained Task Fine-grained Task

FEM MLA Accuracy Precision Recall F1 score Accuracy Precision Recall F1 score

 CNN

SVM 0.90 0.85 0.87 0.89 0.82 0.80 0.83 0.79

RF 0.85 0.82 0.81 0.84 0.80 0.80 0.81 0.77

LR 0.87 0.80 0.83 0.86 0.81 0.81 0.83 0.78

NB 0.82 0.82 0.84 0.81 0.79 0.80 0.81 0.76

LSTM

SVM 0.88 0.82 0.84 0.87 0.80 0.80 0.81 0.78

RF 0.83 0.85 0.84 0.82 0.78 0.80 0.82 0.78

LR 0.84 0.84 0.85 0.83 0.79 0.81 0.82 0.77

NB 0.81 0.81 0.83 0.80 0.80 0.81 0.87 0.75

BiLSTM

SVM 0.87 0.82 0.84 0.85 0.81 0.78 0.78 0.77

RF 0.81 0.80 0.80 0.81 0.78 0.79 0.80 0.78

LR 0.82 081 0.83 0.80 0.79 0.81 0.82 0.74

NB 0.80 0.80 0.80 0.81 0.77 0.78 0.80 0.76

GRU

SVM 0.84 0.82 0.83 0.86 0.79 0.80 0.81 0.76

RF 0.80 0.82 0.84 0.81 0.79 0.78 0.80 0.74

LR 0.81 0.81 0.83 0.80 0.77 0.79 0.81 0.76

NB 0.80 0.82 0.79 0.82 0.76 0.78 0.79 0.75

Table 7. Results obtained using hybrid models with default parameters on RUHSOLD corpus. Bold values 
shows the best scores for each evaluation metric.
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FEM MLA HPOMs

Coarse-grained Task Fine-grained Task

Accuracy Precision Recall F1 score Accuracy Precision Recall F1 score

CNN

SVM GS 0.91 0.87 0.88 0.90 0.83 0.80 0.85 0.80

RS 0.93 0.87 0.89 0.92 0.84 0.82 0.83 0.81

BOGP 0.90 0.89 0.90 0.91 0.82 0.81 0.85 0.80

RF GS 0.86 0.83 0.84 0.85 0.80 0.80 0.81 0.77

RS 0.87 0.82 0.82 0.86 0.81 0.82 0.85 0.78

BOGP 0.85 0.83 0.83 0.85 0.80 0.81 0.84 0.78

LR GS 0.87 0.80 0.83 0.87 0.82 0.83 0.84 0.79

RS 0.88 0.83 0.85 0.89 0.83 0.81 0.82 0.79

BOGP 0.87 0.82 0.84 0.86 0.81 0.79 0.80 0.80

NB GS 0.83 0.85 0.87 0.82 0.80 0.81 0.83 0.77

RS 0.84 0.85 0.86 0.83 0.79 0.80 0.83 0.78

BOGP 0.82 0.83 0.83 0.81 0.80 0.81 0.82 0.78

LSTM

SVM GS 0.88 0.83 0.85 0.87 0.81 0.81 0.81 0.78

RS 0.89 0.84 0.85 0.88 0.81 0.82 0.83 0.80

BOGP 0.89 0.85 0.86 0.87 0.82 0.84 0.84 0.79

RF GS 0.84 0.85 0.84 0.82 0.78 0.80 0.82 0.78

RS 0.85 0.81 0.85 0.84 0.79 0.82 0.83 0.79

BOGP 0.85 0.82 0.86 0.83 0.78 0.81 0.81 0.78

LR GS 0.85 0.84 0.85 0.84 0.79 0.81 0.82 0.77

RS 0.86 0.82 0.83 0.85 0.79 0.81 0.83 0.78

BOGP 0.84 0.82 0.86 0.84 0.80 0.82 0.81 0.77

NB GS 0.82 0.81 0.83 0.80 0.80 0.82 0.86 0.75

RS 0.83 0.80 0.81 0.82 0.81 0.83 0.85 0.76

BOGP 0.82 0.81 0.82 0.81 0.80 0.81 0.87 0.76

BiLSTM

SVM GS 0.87 0.82 0.84 0.86 0.81 0.79 0.80 0.78

RS 0.89 0.81 0.83 0.87 0.82 0.80 0.81 0.79

BOGP 0.88 0.84 0.84 0.86 0.82 0.79 0.80 0.78

RF GS 0.82 0.81 0.80 0.81 0.79 0.80 0.80 0.78

RS 0.84 0.83 0.85 0.83 0.80 0.80 0.81 0.80

BOGP 0.82 0.82 0.82 0.82 0.80 0.81 0.81 0.79

LR GS 0.83 0.81 0.83 0.80 0.79 0.82 0.82 0.74

RS 0.85 0.83 0.84 0.83 0.80 0.80 0.83 0.76

BOGP 0.85 0.81 0.83 0.81 0.79 0.82 0.84 0.75

NB GS 0.81 0.81 0.82 0.81 0.77 0.80 0.80 0.76

RS 0.83 0.82 0.83 0.83 0.79 0.81 0.81 0.78

BOGP 0.81 0.84 0.85 0.82 0.78 0.81 0.83 0.77

GRU

SVM GS 0.84 0.83 0.85 0.86 0.79 0.80 0.81 0.76

RS 0.86 0.82 0.84 0.87 0.80 0.81 0.82 0.77

BOGP 0.84 0.81 0.84 0.87 0.80 0.82 0.84 0.76

RF GS 0.81 0.83 0.84 0.81 0.79 0.79 0.81 0.74

RS 0.82 0.84 0.87 0.83 0.80 0.79 0.82 0.75

BOGP 0.81 0.83 0.85 0.82 0.79 0.80 0.81 0.74

LR GS 0.81 0.83 0.84 0.80 0.77 0.79 0.81 0.76

RS 0.83 0.80 0.85 0.82 0.79 0.80 0.82 0.77

BOGP 0.82 0.81 0.82 0.81 0.78 0.79 0.80 0.76

NB GS 0.80 0.83 0.83 0.82 0.77 0.79 0.81 0.75

RS 0.82 0.84 0.85 0.83 0.78 0.80 0.81 0.77

BOGP 0.81 0.82 0.83 0.82 0.77 0.79 0.80 0.76

BERT + 
CNN-gram - - 0.90 0.90 0.90 0.90 0.82 0.75 0.74 0.75

(Baseline)23

Table 8. Results obtained using hybrid models with HPOMs on RUSHOLD corpus. Bold values shows the 
best scores for each evaluation metric.

 

Scientific Reports |        (2024) 14:28590 17| https://doi.org/10.1038/s41598-024-79106-7

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


task and Fine-grained task are presented in Figs. 6 and 7 respectively. The results indicate that the performance 
of each machine learning is improved using different HPOMs. For the Coarse-grained Task, the MBERT-
SVM combination using RS optimization achieved state-of-the-art results with an accuracy of 0.95 and an F1 
score of 0.94, significantly surpassing other combinations. For the Fine-grained Task, MBERT-SVM with RS 

Fig. 7. Performance of hybrid models on Fine-grained Task with HPO (RUSHOLD Corpus).

 

Fig. 6. Performance of hybrid models on Coarse-grained Task with HPO (RUSHOLD Corpus).
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optimization also delivered the highest performance, with an accuracy of 0.87 and an F1 score of 0.84. These 
results validate the effectiveness of the hybrid approach and demonstrate how hyperparameter optimization can 
enhance the performance of machine learning models in hate speech detection.

Regarding DL model combinations, for the Coarse-grained task, the CNN model with SVM classifier 
achieved the best results using the RS hyperparameter optimization method, obtaining an accuracy of 0.93 and 
an F1 score of 0.92 with optimized parameters (’kernel’: ’linear’, ’C’: 10). Similarly, for the Fine-grained task, the 
CNN feature learner with SVM attained outstanding results using RS optimization, achieving an accuracy of 
0.84 and an F1 score of 0.81 with the same optimized parameters.

The results from the RUHSOLD corpus clearly indicate that MBERT combined with SVM and optimized 
using RS hyperparameter tuning delivers the best performance for both tasks. The superior performance of 
MBERT is attributed to its ability to capture rich, context-aware embeddings that are well-suited for Roman 
Urdu hate speech detection. Meanwhile, the RS optimization technique proved to be the most effective method 
for improving model performance by identifying optimal hyperparameter configurations that significantly 
enhance classification accuracy and F1 scores. By surpassing baseline results from previous studies23, the 
proposed hybrid models demonstrate the advantage of integrating deep learning feature learners with machine 
learning classifiers.

As a result of using both the HS-RU-20 and RUHSOLD corpora, the current research demonstrates the 
efficacy of the proposed models and hyperparameter optimization techniques in Urdu HSD for Roman Urdu 
text. The MBERT feature learner, combined with the SVM classifier and RS hyperparameter optimization, 
leads to state-of-the-art results on both corpora, outperforming preceding baseline techniques, presented in 
Fig. 8. The findings clearly indicate that the selection of the feature learner significantly impacts the model’s 

Fig. 8. Performance comparison of proposed and existing methods on both HS-RU-20 and RUSHOLD 
Corpus Corpus).
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performance. However, despite the variability in feature learner performance, the SVM classifier consistently 
produced excellent results across both datasets, highlighting its robustness in text classification tasks.

The MBERT as a feature learner further enhanced model performance. On both datasets, the MBERT-SVM 
combination outperformed other models, with RS-optimized MBERT achieving a 0.95 accuracy and 0.94 F1 
score on the RUHSOLD Coarse-grained Task, and a 0.87 accuracy and 0.84 F1 score on the Fine-grained Task. 
This demonstrates MBERT’s strength in generating contextually rich embeddings for Roman Urdu text, which 
significantly improves classification outcomes.

The benefit of using word embeddings, specifically GloVe embeddings and MBERT embeddings, is evident 
through the improved performance of the models. GloVe embeddings, used with deep learning models, provided 
rich, dense vector representations of words, enabling the models to capture semantic relationships and improve 
classification accuracy. This was noticeable in the CNN-SVM, and LSTM-SVM combination, where the use of 
GloVe embeddings contributed to the performance of both datasets. On the other hand, MBERT embeddings 
offered a more contextualized understanding of Roman Urdu text, leading to state-of-the-art results when 
combined with SVM. MBERT-SVM, with its ability to capture deep, multilingual semantic features, achieved 
the highest performance, particularly on the RUHSOLD dataset, with an accuracy of 0.95 on the Coarse-grained 
Task and 0.87 on the Fine-grained Task, demonstrating the value of using advanced embeddings in hate speech 
detection.

Based on these results, it is evident that HPO methods, particularly RS, have greatly enhanced the performance 
of machine learning algorithms .RS consistently delivered the best outcomes for sub-tasks in both datasets, 
outperforming GS and BOGP. The effectiveness of RS lies in its ability to efficiently explore the hyperparameter 
space by testing randomly sampled values, which often leads to optimal configurations that might be missed by 
methods that exhaustively search the entire space, such as GS.

Our findings highlight the importance of selecting appropriate feature learners and applying hyperparameter 
optimization to improve model performance. The MBERT-SVM combination with RS optimization sets a new 
benchmark for hate speech detection in Roman Urdu. These results contribute to advancing research in hate 
speech detection for low-resource languages and offer a solid foundation for future work in this area.

Conclusion and future work
This study presents a novel hybrid model utilizing multilingual BERT (MBERT) transformer and deep learning 
models CNN, LSTM, BiLSTM, and GRU as an automatic feature extractor combined with machine learning 
classifiers for Roman Urdu hate speech detection. The MBERT-SVM combination, enhanced through random 
search (RS) hyperparameter optimization, named MBERT-SVM-RS, achieves state-of-the-art results on both 
benchmark corpora, HS-RU-20 and RUHSOLD. The model consistently outperformed other approaches, 
achieving an accuracy of 0.95 and an F1 score of 0.94 on the RUHSOLD Coarse-grained Task, and an accuracy 
of 0.87 and an F1 score of 0.84 on the Fine-grained Task. The superior performance of MBERT can be attributed 
to its ability to generate rich, contextual embeddings that capture the complexities of Roman Urdu text, making 
it highly effective for hate speech detection. The RS optimization method further enhances performance by 
efficiently searching the hyperparameter space, leading to optimal configurations that improve model accuracy. 
These results demonstrate that the proposed MBERT-SVM-RS hybrid model provides substantial improvements 
over traditional feature extraction methods. In the future, we plan to explore additional embeddings, such as 
BERT-based variants, FastText, and Word2Vec, to further enhance the model’s robustness and effectiveness in 
hate speech detection.

Availability of data and materials
“The datasets used and/or analysed during the current study available from the corresponding author on rea-
sonable request.”
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